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Abstract

We present the NNDC-BNL methodology for estimating neutron cross section covariances in
thermal, resolved resonance, unresolved resonance and fast neutron regions. The three key el-
ements of the methodology are Atlas of Neutron Resonances, nuclear reaction code EMPIRE,
and the Bayesian code implementing Kalman filter concept. The covariance data processing,
visualization and distribution capabilities are integral components of the NNDC methodol-
ogy. We illustrate its application on examples including relatively detailed evaluation of
covariances for two individual nuclei and massive production of simple covariance estimates
for 307 materials. Certain peculiarities regarding evaluation of covariances for resolved res-
onances and the consistency between resonance parameter uncertainties and thermal cross
section uncertainties are also discussed.



Summary

Covariances play important role in GNEP data adjustment project aiming to produce nu-
clear data library that should be used for all future neutronics simulations needed to develop
fast, Advanced Burner Reactor. The present document is a F'Y2008 milestone level 3 report
prepared by Brookhaven National Laboratory that leads GNEP covariance effort.

We provide summary of the National Nuclear Data Center (NNDC) methodology for gen-
erating neutron cross section covariances. Extensive activities regarding various aspects of
covariances have been carried out at the NNDC during the last year. Comprehensive ap-
proach adopted at the NNDC covers all essential steps that have to be performed in order to
provide reliable covariances to end users. These steps include: (i) estimation of covariances
using experimental data and nuclear reaction theory, (ii) storing covariances in the ENDF-6
format and processing them into the desired group structure, (iii) visualization of uncertain-
ties and correlations for verification and eventual comparison with other available estimates,
(iv) distribution through the NNDC web portal. This report provides a detailed description
of the NNDC covariance methodology as reported in seven papers/reports published in 2008
and attached here as Appendices.

Below we summarize salient points of these seven FY 2008 papers and reports:

EMPIRE code system - the NNDC has extended the EMPIRE code system to enable
estimating covariances in the thermal, resonance and fast neutron ranges, as described
in Appendix A. The Atlas of Neutron Resonances by Mughabghab is used as a pri-
mary source of information on uncertainties at low energies. The resulting resonance
parameter covariances are formatted in the ENDF-6 File 32, which allows to generate
cross sections covariances on any energy grid. In the fast neutron range our method-
ology is based on sensitivity calculations in the frame of various reaction models that
are contained in the EMPIRE code. These sensitivity matrices are used in the de-
terministic Kalman filter approach, which also allows to combine theory constraints
with experimental data. We compare this approach with the stochastic Monte Carlo
method, also available in the EMPIRE code system, and find that the two procedures
yield comparable results. In the same paper, we discuss a long-standing issue of un-
reasonably low uncertainties that result from certain Bayesian analyzes and we point
to the rigidity of a reaction model as one of the reasons. These finding, together with
the better understanding of cross correlations between different experiments, should
ensure reasonable magnitude of uncertainties in all cases.

Consistency between thermal and resonance region - particular attention has been
dedicated to the consistency of uncertainties for resonance parameters with the uncer-
tainty of the thermal cross sections. Often, the latter ones are very accurately measured
and propagating uncertainties of resonance parameters to the thermal region results in
a severe overestimation of the thermal cross section uncertainties. The opposite cases
are rare but do happen. To address this problem, a study presented in Appendix B
was initiated to achieve consistency for 15 actinides and 21 structural and coolant
moderator materials. This was realized by assigning uncertainties to the parameters of



the negative-energy resonances and changing, if necessary, significantly the uncertain-
ties of the low-lying positive-energy resonances. The influence of correlations between
parameters on the derived uncertainties is examined and discussed in Appendix A.

Analysis of cross section covariances in the resolved resonance region - is presented
in Appendix C. In this work we studied how cross section uncertainties are affected by
the uncertainties of specific resonance parameters and their correlations. It turns out
that uncertainties of neutron-, radiative- and fission-widths are important, while the
uncertainties of resonance energies can be effectively neglected. We conclude that,
whenever possible, the correlations between neutron and radiative (fission) widths
should be taken into account. In general, however, there is no unambiguous way
of deducing these correlations from the Atlas of Neutron Resonances.

Examples of covariance estimates - examples of the practical application of the devel-
oped covariance methodology are given in Appendices D and E. In the former, we
describe estimates of neutron cross section covariances for **Mn and *°Zr, in the full
energy range, considering the most important reaction channels, total, elastic, inelas-
tic, capture, and (n,2n). The experimental data were analyzed and both statistical and
systematic uncertainties were extracted from almost 30 selected experiments. The sen-
sitivity to model parameters was calculated by perturbation of parameters that define
the optical model potential, nuclear level densities and strength of the pre-equilibrium
emission. Then, the Bayesian code KALMAN was used to combine the sensitivity
analysis and the experiments.

In another work, described in Appendix E, we generated, for the first time, a very
comprehensive set of model based estimates of cross section covariance data in the
neutron energy range of 5 keV - 20 MeV. The covariance matrices were obtained for
307 materials, from F to 2"“Bi. Taking into account the large number of materials
studied, all of them were calculated using the same reaction models, default model
parameters and the same model parameters were varied to obtain sensitivity matrices.
Experimental data were consulted occasionally, only to guide the selection of global
uncertainties of model parameters.

Processing covariances - our efforts related to processing covariance data in the ENDF-6
format are described in Appendix F. The NNDC is using both available processing
codes, PUFF-IV (ORNL) and NJOY-99.259 (LANL), to process all new covariance
data. This step is considered to be a part of the Quality Assurance procedure, which
ensures that the new evaluations can be used in transport calculations. It allows also
for a visual inspection of uncertainties and correlation matrices that, otherwise, could
not easily be checked neither by the evaluators nor by the users.

Visualization of covariances - the NNDC is striving to provide users with an easy access
to the covariances in the evaluated nuclear data files through the NNDC web services.
To this end we are developing a new retrieval system called SIGMA. The most recent
version of SIGMA is capable of plotting cross section covariances in addition to their
retrieval. The details are reported in Appendix G.
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Development of covariance capabilities in EMPIRE code
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2 Nuclear Data Section, IAEA, Vienna, Austria
3 KAERI, Dagjeon, S Korea and
1 Jozef Sefan Ingtitute, Ljubljana, Sovenia
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The nuclear reaction code EMPIRE has been extended to previaluation capabilities for neutron cross
section covariances in the thermal, resolved resonancesaoined resonance and fast neutron regions. The
Atlas of Neutron Resonances by Mughabghab is used as a grsnarce of information on uncertainties at
low energies. Care is taken to ensure consistency amongs$beance parameter uncertainties and those for
thermal cross sections. The resulting resonance parao@i@riances are formatted in the ENDF-6 File 32.

In the fast neutron range our methodology is based on modtiailations with the code EMPIRE combined
with experimental data through several available appresciihe model-based covariances can be obtained
using deterministic (Kalman) or stochastic (Monte Carlmpagation of model parameter uncertainties. We
show that these two procedures yield comparable resules Kalman filter and/or the generalized least square
fitting procedures are employed to incorporate experiniénfarmation. We compare the two approaches
analyzing results for the major reaction channel§tn We also discuss a long-standing issue of unreasonably
low uncertainties and link it to the rigidity of the model.

I. INTRODUCTION in ENDF-6 format and subsequently plotted against experi-
mental data for verification.

In recent years there has been an increasing demand from EMPIRE now includes a newly-developed resonance mod-
nuclear research, industry, safety and regulatory bodies f ule that extends its covariance capability to the thermdl an
best estimate predictions of system performance, sucheas thhesonance ranges. The module utilizes the recently padlish
design and operational parameters of nuclear reactors to [Atlas of Neutron Resonances [2], a monumental work by S.F.
provided with their confidence bounds. Estimates of the-accuMughabghab containing the resonance parameters freguentl
racy of predictions of such integral quantities can be ole@i adopted by many evaluations in major evaluated data lisari
through the propagation of uncertainties in microscopal-ev The resonance module contains an electronic version of thes
uated neutron cross section data. resonance parameters along with modernized versions of the

A methodology for evaluating cross section covariance datéegacy codes used to develop and maintain the Atlas. In ad-
has therefore been developed within the EMPIRE code syddition, the Atlas contains parameter uncertainties andehke
tem. The methodology covers the thermal energy, resolvednance module was extended to utilize this information for
resonance, unresolved resonance and fast neutron regidns gproducing covariances in the thermal and epithermal region

builds on the following major components: The generation of covariances at the NNDC is based on
« Nuclear reaction model code EMPIRE [1] the deterministic Kalman filter technique, Whi_ch is used in
the thermal and resonance range as well as in the fast neu-
¢ Atlas of Neutron Resonances [2] tron range. The IAEA developers, who work only in the

fast region, opted for the stochastic Monte Carlo (MC) pro-
cedure to generate the model-prior, coupled to the general-

The EMPIRE code is a key element in a broader effort pursued€d least-squares code GANDR (8] to include the experi-
by the NNDC in developing covariance capabilities. This ef_mental data. There are several fundamental and operational
fort, that started with covariances in the fast neutronaegi differences between the two methods. MC propagates un-
currently covers also the resonance region and extends to ceertainties of model parameters by means of random sam-
variance visualization [5] and processing [6]. pllng_ while deterministic propagation of uncertaintiesing
EMPIRE provides a natural environment for implement-the first-order Taylor expansion, is used in the Kalman ap-
ing the covariance evaluation capabilities. It is builtiaxd ~ Proach. Accordingly, higher-order effects are include¥i@
a physics core designed for modeling low- to-intermediatePut notin Kaiman. The two approaches currently also differ
energy nuclear reactions. It incorporates an extensivefset regarding treatment of experimental data; it is naturaly i
nuclear reaction models able to describe all relevantimact cluded in Kalman whereas a generalized least squares code
mechanisms, each of them conveniently coupled to the up-td>ANDR must be run with the MC generated model-based
date library of input model parameters [7]. The code is alsd®'0r as input.
suitable for massive calculations, is easy to use, haslyeadi The paperis organized as follows. In Chapter Il we describe
available default input values for all parameters, and is apcovariance methodology. Then, in Chapter Il we discuss the
plicable to a wide range of target nuclei and incident neutro resonance region, followed by Chapter IV devoted to fast neu
energies from about 1 keV to 150 MeV. Results may be storettons. In Chapter V we summarize our covariance evaluations

e Kalman filter code [3] and Monte Carlo sampling [4].



I COVARIANCE METHODOLOGY IN EMPIRE A EMPIRE-KALMAN approah

Conclusions are given in Chapter VI. covariance matriP as
Pn+1 =Pn + PnSTQn(Uixp - 0'(pn))

II. COVARIANCE METHODOLOGY IN EMPIRE

(4)
A. EMPIRE-KALMAN approach P, =P,—-P,8'Q,SP,.
Here,
The Kalman filter technique is used both in the resonance expy 1
and in the fast neutron region. It is based on minimum vari- Q. =(Cr, +CP), (5)

ance estimation and naturally combines covariances of mode o qtes thet™ step in the evaluation process related to the
parameters, of expgrlmental data and of cross sections: Théequential inclusion of thet" experimental data set, vector
universality is a major advan.tage O.f the methqd. KALMAN Pn+1 CONtains the improved values of the parameters start-
uses measurements along with their uncertainties to @nstr

, fih del ia th S ing from the vectomp,,, andP,,;; is the updated covariance
covariances of the model parameters via the Sensitivitymat iy of the parameters,,;.. TheCS®is the cross section
Then, the final cross section covariances are calculated fro

; X covariance matrix for the" experiment. The updated (pos-
the updated covariances for model parameters. This proc P P (p

q ; | for th . | > PrOC&&rior) covariance matrix for the cross sections is obthing
ure consistently accounts for the experimental unceitsin replacingP; with P,, . in Eq. (3),

and the uncertainties of the model parameters ensuring that

the final cross section uncertainties are at least as godekas t Cpi1=SP,.1S". (6)

smaller of the two. We emphasize that under the term ‘reac- ] ) )

tion model’ we mean also the resonance region described bg The updating procedure described above is often called

models such as the Multi-Level Breit-Wigner formalism. ayesian, although Egs. (4-6) can be derived without any ref
The key ingredient of the method is the sensitivity matrix, E7€NCe 10 the Bayes theorem as Sho"_V”eLfg Ref. [9].

which represents complex nuclear reaction calculatidivee | The experimental covariance matri,,”, is usually non-

denote the combination of nuclear reaction models as an ope‘ij'agonal’ d!Je to the correlatlpns among various ener.gy.tspom
atorM that transforms the vector of model paramefeirsto a E;. Assuming that systematic experimental uncertainties are

: . . fully correlated, the matrix elements are expressed throug
vector of cross sections(p) for a specific reaction channel, the statistical A% and systematicA¥5®. experimen-
then the sensitivity matri$ can be interpreted as the linear In y on " €XP

term in the expansion of the operaf¢f, tal uncertainties. This yields
TP = (AGTE)) + (ASAE))  (7)

) Mp = o(p) and, fori # k,
Ni(p +0p) = o(p) +S6p + . .. 1
( ) (p) 1) nCix;f: ASSGOP(F,) 5 AP ) . (8)

We use ‘hat’ to stress tha¥l is the operator rather than a An important technical issue, which has to be addressed in
matrix. In practice, the elements; of the sensitivity matrix most of the covariance methods, is ensuring that the energy
are calculated numerically as partial derivatives of thessr  grid, E;, for the model calculations and experimental data is
sectionsr at the energy; with respect to the parametgy, the same to enable matrix operations in Egs. (4-6). In the
KALMAN code this is achieved by bi-spline interpolation of
model cross sections and sensitivity matrices.

The above description can easily be generalized to account
for correlations among different experiments. To this end o
In case of covariance determination, the initial valueshef t should construct a single vector containing all experirakent
parametersp;, are already optimizedi.e., when used in points and the related covariance matrix, which now may con-
the model calculations they provide the evaluated cross setain blocks correlating different experiments. Only ondae
tions. Their covariance matriR; is assumed to be diagonal is needed in such a case but the covariance matrices are much
while the uncertainties of the parameters are estimatedjusi bigger (in the currentimplementation of the Kalman filtez th
systematics, independent measurements or educated guesssodel-based covariance matrix is expanded to match the ex-
The model-based covariance matrix (prior) for the cross segerimental one).
tions,C1, can be obtained through a simple error propagation The quality and consistency of the evaluated cross sections

aO'(Ei, p)

o (@)

Sij =

formula, can be assessed by scalar quantity
C, = SP,ST, @) X =07 —a(pm) (CF) " (a5® — a(pm)), (9)
where superscript T indicates a transposed matrix. wherepsp is the final set of model parameters. A value of

The experimental data, if available, are included through a: per degree of freedom exceeding unity indicates underes-
sequential update of the parameter vegioand the related timation of the evaluated uncertainties. It is a fairly cooom



Il RESONANCE REGION B EMPIRE-MC approach

practice to multiply such uncertainties by a square roog’f

per degree of freedom to address this issue. file  Outputs Hey
The evaluator may choose to perform a sequential updaf eut * erecute \

using experimental data for several/all reactions or josiaf EEIETT

single one. In the former case, all considered reactions at Al cotles Analysis

correlated and unique set of parameters along with theeklat PTANAL Cumulative piot

covariance matrix are produced. On the other hand, poor e WRIURR Porter Thomas analysis

perimental data in one reaction channel can negatively-influ FSiamA :

ence predictions for other channels. compansan
We note that EMPIRE-KALMAN system is a general and Tot EHpREYI

powerful tool for evaluation of nuclear reactions. In aitit R ot Sesttonny JENDL 3 e

to covariance calculations it may also be used to adjust mod B JEFE3T

parameters to reproduce experimental cross sections hed ot

observables within the selected reaction models andlinitia Uncertainty calc.

certainties of model parameters. Therefore, the Kalmaar filt | | to. of resonances to be vartes: [ Al codes Run cotes

can be used throughout the whole evaluation procedure to ej | Mo of aitional resonances held fixed: |5 Sl re——

sure consistency between cross sections, model parametg| | "o o resenances to write out: : KALMAN

and related Covarlance matrlceS Reaction to be considered in KALMAN: Hone 1 2 18 102 # Al

B. EMPIRE-MC approach FIG. 1: Graphic user interface (GUI) of the EMPIRE resonanoe-

ule. The buttons for covariance calculations are in the tqueet.
The Monte-Carlo (MC) method is used in EMPIRE only
in the fast neutron region. Its application to determinatié
covariances for the nuclear reaction observables is vangtr  [inear-model calculations with KALMAN code.
parent[4]. First, model input parameters that play a sigaif
role in defining reaction observables of interest are idiewti
Then, the EMPIRE code is run a number of times with rel-
evant input parameters being drawn randomly within the as-
sumed limits around the central (optimal) values of the para
eters. Typically, a flat distribution is used for drawing there
is also a provision for the Gaussian one. Each such caloalati
covers the desired incident energy range and producesfulls A new module for evaluating neutron cross sections in the
of cross sections, spectra, angular distributions andraire  resonance region automates most of the evaluation proggdur
servables. Standard statistical methods are used to altain and can be executed within EMPIRE or as a stand-alone pro-
variances for the calculated quantities automaticalliiding ~ gram. It includes a graphic user interface (see Fig. 1) and
cross-reactions correlations. The same approach can @lso B number of codes and scripts that read individual, as well
used for estimating cross-correlations between any twa-qua as average, resonance parameters from the Atlas of Neutron
tities. Resonances [2] and other physical constants from RIPL:2 [7]
The MC calculations are conceptually straightforward andThis allows performing a statistical analysis of the avsl#a
free of certain simplifying assumptionag., the assumption resonances and computing cross sections in the resolved and
of a linear response of the observables to the variation of pauinresolved resonance regions which are then compared with
rameters, which is inherentin the KALMAN method. There is experimental data. The module also provides an ENDF-6 for-
no need for a preliminary sensitivity calculation and theneo  matted file for a resonance region and various plots foryerif
puting time is independent of the employed number of modeing the procedure.
parameters. These advantages come at a price - the numbeThe PTANAL and WRIURR codes [10] constitute the com-
of required calculations is in the range of hundreds and theutational core of the module. PTANAL assigns missing
convergence of the results has to be demonstrated. angular momentum and spin values to resonances using the
The standard implementation of the MC method has no proBayesian method and a random assignment method, respec-
vision for incorporating experimental data; the uncettagr tively. It also assigns the mean radiative width to resoranc
and correlations depend only on the assumed uncertairities with unknownI,,. In addition, the reduced resonance widths
the model parameters. However, the so-obtained covarian@se analyzed and fit with the Porter-Thomas distributiore Th
matrix can be used as a prior in a full analysis by the generaMW/RIURR code, starting from the Atlas values, constructs en-
ized least-squares method, taking experimental data aid th ergy dependent average resonance parameters for the unre-
uncertainties rigorously into accourgtg., the GANDR sys-  solved region and stores them in ENDF-6 format. All these
tem had been used in recent IAEA evaluations. Furthermordasks are executed with simple mouse clicks.
the model-based covariances obtained with the MC method The reader is referred to Ref. [2] for more detailed explana-
constitute a reliable benchmark for validating the fastar b tion of the physics and mathematical formalism involvede Th

. RESONANCE REGION

A. EMPIRE resonance module



Il RESONANCE REGION A EMPIRE resonance module

fundamental roles of this new module are to preserve know-

how accumulated over several decades by S. Mughabghab and Atlas ad.lfgt'gg
to make it available in a modern computer environment. This 90 procjessed
will allow us to continue with the maintenance of the Atlas of 100 ¢ Zr(n,y) Thermal
Neutron Resonances in future. S
S =
£ 10}
B. EMPIRE resonance covariance module "E-:,
5
Initially, we took advantage of the fact that resonances are 1
well described by a model such as Multilevel-Breit-Wigner
(MLBW) with parameters fully deduced from experiments.
Considering that often also their uncertainties were knaven 01— S =) ) 5
extended the approach already developed for the fast region 10 10 10 10 10
that was based on the propagation of parameter uncersaintie Incident Neutron Energy (V)

into MF33 cross section uncertainties and correlationss Th

. it 0 ; ;
approach v used fo producing covariances ¢ “Tc 10,7 Uncetais 21 coss setons Compared e
and'9193|r included in ENDF/B-VII.0 [11]. propag

. . reported in the Atlas (red), adjustment in which non-zeroeutain-
More recently, we realized that more straightforward ap-jes were assigned to widths of the bound resonance (greertha
proach would be to utilize MF32 representation of resonancgroup-wise representation obtained with PUFF-IV (bluefe Tec-
parameter covariances and leave production of cross esecti@mmended uncertainty of the thermal value is also shown.
covariances to the processing codes such as NJOY-99 and
PUFF-IV. An initial study along these lines is available].12
Following the above idea the resonance module has beahe resonance region are about three times smaller than for
extended to permit generation of MF32 covariances (seerlowehe thermal capture (20%).
part of the Fig. 1). This is achieved in several steps: The case of%Zr is relatively straightforward - since prop-
o agation of the uncertainties of positive resonances tortée t
* Uncertainties for resonance parameters and thermal vajy, 5| region falls short of the experimental capture uncetyai
ues are retrieved from the electronic version of the At-see Fig. 2), we impose uncertainties of the neutron and+adi
las. The missing information is supplied by making useyjye widths of the bound resonance. The original Atlas uncer
of systematics or estimates. These uncertainties are pWinties of the positive resonances are preserved and ihere
into an MF=32 file of resonance parameter covarianceg peed for any correlations among parameters. The result-
in the compact representation. This initial matrix is di- jnq yncertainties shown in Fig. 2 are in point-wise form. The
agonal since no correlations are provided in the Atlas. same data in group form were taken from the contribution by
. . Arcilla et al. [6]. The agreement is perfect in the thermal re-
e The correlations between various parameters are es- ~ . . .
. . gion, inwhich the cross sections are strongly correlatethé
timated. In general, these are correlations for® ", . ; .

. . . region of resolved resonances the point-wise data are highe
the same resonance, discussed in more detail b h tainties due to statistical :
Mughabghab [13]. an the group uncertainties due to statistical averagueg o

uncorrelated resonances.

e The resonance parameter uncertainties are adjusted so 10 address an inconsistency observed in the caséndi
that the uncertainties of thermal values are reproduced?e considered three scenarios:

as discussed below. 1. Adjustment of the resonance parameter uncertainties

The resonance module has been designed to ensure con- without invoking correlations among the parameters.
sistency among thermal cross section uncertainties and un-
certainties of the resonance parameters, a feature that was
not addressed during the development of the Atlas database.
Thermal cross sections are usually measured with higher ac-
curacy than resonance parameters. In order to take adeantag 3. The same as in point 2 but including also bound

of their superior precision while still ensuring internahsis- (negative-energy) resonances in the analysis.
tency of the estimated covariances, we have coupled the res-

onance module with the Kalman filter code, which allows for Detailed discussion of the first scenario, along with its ap-
an objective adjustment of the original uncertainties. We i plication to the neutron radiative capture ©Mn, was done
lustrate such adjustment on the two extreme cases of neutrdry Mughabghab and OblozZinsky [13]. Restricting adjustment
capture orP®>Mn and?Zr. In the case of°Mn the thermal to the parameter uncertainties led to a considerable maslific
capture cross section is known with the accuracy of 0.37%tion of the Atlas data.

which is far better than the precision of the resonance param In the second scenario we extend the above analysis by al-
eters. ?9Zr is a rare exception, in which the uncertainties inlowing correlations among resonance parameters, butatestr

2. Adjustment of the positive-energy resonances using
Kalman filter technique, which implies considering a
full covariance matrix of the parameters.
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Atlas TABLE |: Relative values and uncertainties 8fMn resonance
Atlas adjusted (no bound) parameters for the two bound and the first three positiveggne
| Atlas adjusted (with bound) ] resonances. Al refers to values obtained when only the firset
100 Thermal ° - . .
. positive resonances were allowed to be varied, while A2esiuere
S 55Mn(n V) obtained when also the two bound resonances were includi in
> ! adjustment. The uncertainties of Ref. [2] are labeled aasAtlThe
-% 10 E negative resonance numbers indicate bound resonangestafids
g for the resonance energy,, and T, for the neutron and radiative
5 width, respectively.
1 L 4
~ Res. Relative Value Uncertainty (%)
v # Al A2 Atlas Al A2
01 ‘ ‘ ‘ ‘ -2 B 1.000 1.000 0.00 0.00 4.99
' 10° 1073 10t 10t 103 I, 1.000 1.031 0.00 0.00 48.71
Incident Neutron Energy (eV) I, 1.000 1.030 0.00 0.00 48.41
- 5 . . -1 1.000 1.007 0.00 0.00 4.87
FIG. 3: Uncertainties oi”Mn(n, ~) cross sections. Direct propaga- 1'50 1.000 1.317 0.00  0.00 28.29
tion of the uncertainties of the resonance parameters tegpor the " ’ ' ' ' ’
P tezp r, 1.000 1.317 0.00 0.00 28.29

Atlas (red) is compared with the results of the adjustmeotg@dure
with bound resonances excluded (green) and included (biue

analysis. The recommended uncertainty of the thermal vialatso 999 999 30 30 30

I'n 1.015 1.001 219 211 218

[EnY
m

shown. r, 1130  1.009 6.45 4.64 6.31
) . ) 2 B 999 1.000 A8 18 .18
the analysis to the positive resonances. Fig. 3 shows that th r, 1.004  1.000 444 4.42  4.44
adjustment brings uncertainties at the thermal energyanto r, 1119 1.008 22.98 20.31 22.77
perfect agreement with the experimental uncertainty. énsp
tion of the adjusted uncertainties in Table | (A1 column) in- 3 B -999 -999 22 22 22
dicates very small changes compared to the initial ungertai I'n 1018  1.001 522 5.09 521
ties (Atlas column). Only the radiative width uncertainoy f I, 2011 1075 3824 1236 34.77

the third resonance was changed significantly, by a factor of
0.3. The reduction of the capture cross section uncertainty

the thermal energy was obtained by introducing strong anti- > 100
correlations between the radiative widths of the three idens “{102 80
ered resonances. 3
The third scenario brings bound resonance(s) into the play, 2 60
. o w0
and treats them on the same footing as the positive-enesgy re =10
onances. The generous initial uncertainties of the paenet g 40
for the two bound resonances (50% for the widths and 5% for 3, 2
. . . Z10 20
the energies) are assumed to redirect the Kalman filter em- =
phasis from the real resonances to the bound ones. Actually, g 0
the first bound and the first positive resonances are the ma- '5’10'4
jor players contributing 27% and 59% of the thermal capture - ‘ ‘ ] 20
cross section, respectively. The results are plotted in Fig 4 2 0 o
while the respective relative resonance parameters amd the 10 10 10 10
uncertainties are listed in columns A2 of Table I. Incident Neutron Energy, eV

As in the second scenario, the Kalman filter makes use
of the additional degrees of freedom and ensures low UNCeFIG. 4: Cross section correlations f8iMn(n, ) in the low energy
tainty in the thermal region by introducing anti-corredatti  region for the full adjustment scenario (A2, Table I). Therthal
among widths of bound resonances and widths of positiveegion (bottom-left, in yellow) is fully correlated.
resonances, while correlations between radiative widbins f
the positive resonances are negligible. This treatmertris ¢
sistent with the actual motivation for invoking negativeoe )
nances. nance regions.

Fig. 4 shows the cross section correlation matrix obtained In spite of limited experience with the adjustment, we tend
within this approach. The thermal region appears to be fullyto favor the latter scenario. It achieves the consistency of
correlated, while the resolved resonances tend to be ucorruncertainties while minimizing changes to the originalastl
lated. Apart from the transitional region around 10 eV therevalues and avoiding anti-correlations between positig®+e
are no correlations between the thermal and resolved resoances.
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2
A. Comparison of model-based covariances obtained with E -50
Monte Carlo and KALMAN 2
£
-100

It is of fundamental importance to compare KALMAN and
MC approaches and understand any differences. The EM-
PIRE code was employed to perform nuclear reaction calcu- Incident Neutron Energy (MeV)
lations, which enter both approaches, keeping inputs ih bot

methods identical. Thus, the potential source of discreparf;!C: 6: Comparison of the model-based cross section ctisatafor
cies, inevitable if two different reaction codes were useals Ytﬁ't(?t) gl;tamed ‘f":h KALMAIL\If (top)tr?nd Mo?te Ca;z)“glociott?r:n
avoided. Calculations were performed for total, elastie, i methods. The correzations result from the variations o ep

elastic, (n,2n), capture, (n,p) and ¢h,reactions orf’Y up of the optical potential.
to an incident energy of 20 MeV. The same uncertainties of
model parameters were assumed and the MC parameters WIS than in the KALMAN approach.

sampled from a Gaussian distribution. ) A . .
i . These numerical tests indicate that, in absence of experi-
We have compared uncertainties of the considered cross

sections resulting from the variation of a single model para mental data, both methods are practically equivalent a lon

eter. Fig. 5 shows such a comparison for one of the key pa"ils the non-linearity (higher-order) effects in the KALMAN

rameters - depth of the real part of the optical potentiabréh approach are taken into account. We found that to minimize

is a reasonable agreement between model-based uncelstainttlhe impact of non-linearity, the sensitivity matrix shoudd

obtained using the MC and KALMAN methods. Also, for calculated using model parameter variations that are t¢tose

the remaining parameters the results are close to each oth(tarFe parameter uncertainties.

The only exception is the preequilibrium strength, for whic
the non-negligible differences were obtained. The reason f

1 10

this discrepancy might be related to the fact that the redbti B. Inclusion of experimental data
strong variation (20%) used in the calculations, togethiér w
the Gaussian distribution, allowed for values considerédl Inclusion of experimental data into the covariance deter-

from the central value in the MC simulations. Because of thismination still appears to be a major issue. The KALMAN
the MC results may be demonstrating sensitivity to the nonmethod accounts for them naturally but suffers from the gen-
linear dependence of the cross sections on the parameters. eral deficiency of all least squares type approaches - uncer-
Fig. 6 compares correlation matrices for the total cross sedainties tend to reach values that are considered far totd sma
tions. Again, both methods yield essentially equivalestiis  if very many experimental data are included in the analysis.
- the chess-board like pattern in the correlation matrihes t One practical remedy to this problem is to prevent uncertain
same in both methods. Only the transition between negativiees of the model parameters to fall below some sensiblé limi
and positive correlations above 10 MeV is more gradual in thésay 3%). While this procedure is simple and effective, it in
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< o4 ‘ ‘ ‘ ‘ ‘ ties of the®?Y(n,2n) reaction estimated using the two meth-

o8 Inz?d ntﬁ " 3;’ En fs M4(\J/ 4% 5  ods. The pure model-based predictions are very similar. As
cident Neutro ergy (MeV) expected, adding experimental data reduces uncertainties
both methods, but the reduction in the KALMAN approach is
stronger than in the GANDR method. Inclusion of the exper-
related model-based uncertainties, ‘(n,2n)’ takes intwant (n,2n) imental data for all the remaining channels (including hear

experimental data, and ‘Full’ includes experimental dateafl reac- 1000 points for total) reduces (n,2n) uncertainties by abou
tion channels. 30% in GANDR. In KALMAN this difference is practically

negligible around 14-15 MeV,e,, in the range in which many
(n,2n) measurements are available as can be seen in Fig. 8.
troduces a highly arbitrary component into the estimatibn o This figure shows also the effect of including all experinaént
uncertainties. In the present comparison we have refrainedata on the posterior cross sections. Additional experimen
from resorting to this solution. tal points constrain model parameters so that the fit is #jigh
The classical formulation of the MC approach does not acworse than in the case of using (n,2n) data only. There is
count for the experimental data. Thus, in the present sthdy, @ considerable advantage in reproducing all reaction chan-
prior (model-based cross section covariance), obtaing¢ial wi nels simultaneously with the same set of model parameters,
the EMPIRE-MC calculations, was fed into the Generalizeds Cross correlations among various reaction channelésare a
Least Squares code ZOTT incorporated in a more generﬂdeUCGd-
GANDR system by D.W. Muir [8]. In the following we re- Fig. 9 presents correlation matrices obtained with the two
fer to this approach as EMPIRE-MC-GANDR. The same nu-methods. The comparison is to some extent obscured by the
clear reaction input was used to produce sensitivity medric low energy resolution in the case of GANDR, but the general
for KALMAN and the MC based priors for GANDR. structure of the two matrices can be considered similar. In
Fig. 7 illustrates effect of including experimentaluneémt  the KALMAN matrix one notes relatively weak correlations

FIG. 8: Comparison of th& Y(n,2n) cross sections and uncertainties
obtained with KALMAN. ‘Prior’ indicates default calculatns and



IV FAST NEUTRON REGION B Inclusion of experimental data

40 : : : : : : T

w
&)
T
L
—_
o

93Nb(n,tot)

I

sor 89Y(n,tot)

25 1

Abfalterer(01)

15 ~

l‘—LLL'_|—|_L Foster(71) and Abfalterer(01)

o T A
1
5

Ao/ (%)
Cross Section (barns)

05 F Full set of experiments

! ! ! ! !

10 15 20 25 30 35 l I I I
Incident Neutron Energy (MeV) 1072 101 1
Incident Neutron Energy (MeV)

0.0

FIG. 10: Uncertainties of®Y(n,tot) cross sections obtained with

KALMAN including (n,tot) data by Abfalterer (blue), (n,fptdata  FIG. 11: Effect of 5% variation of the depth of the real optipa-

by Foster and Abfalterer (red), and full set of experimedtth for  tential on the®>Nb(n,tot) cross section. The baseline values are in
all reaction channels (black). red.

below 15 MeV due to a large number of experimental datdhe total cross section. The two quantities are known to be
available in this region. At higher energies, the correlasi  Strongly correlated, therefore it is sufficient to considaty

are stronger as expected for the model dominated cases. TRB€ of them. In Fig. 11 we show the change of total cross
anticorrelations observed above 28 MeV can be explained a&ction in response to the variation of the real potentipttue

due to the preequilibrium emission that decreases (n,spcr Py 5%. One observes that this does not provide for scaling of

creases them in the high energy tail. ally the degree of freedom that would be needed to accommo-
Finally, in Fig. 10 we showNb(n,tot) and illustrate effect date systematic uncertainties in the measurements thaist_l m
of including experimental data on the uncertainties of the t CaS€s amount to scaling cross sections up and down without
tal cross section using the KALMAN method. We note thatchanging its shape. Lack of this possibility might have a dra
2.8% systematic error was assumed for all experiments but f§atic effect on parameter uncertainties - any scaling of the
cross correlations were allowed. Using the extended set JFOSS Section appears incompatible with the model calcula-
Abfalterer data (more than 400 points) the uncertaintiesar tONS since it can not be reproduced by any sensible vaniatio
the order of 1.5%. Adding about 200 points by Foster bring®f the model parameters. If the model were perfect we would
them down to about 1%, and including the remaining experl@ve to conclude that the systematic experimental uncertai
iments results in a further reduction to about 0.75%. Manyli€S are overestimated. To avoid such a reduction we ing@du
intrinsic model uncertainty by defining a fictitious mode} pa
rameterp,,.q4, that multiplies model predicted cross sections.
The prior value of this parameter is one.
Our preliminary studies indicate that the Kalman filter ad-
justs the uncertainty of the fictitious model parameftgrqg,
to reproduce the smallest systematic uncertainty. Thuakeif
whole energy range is adequately covered by the experimen-
Quite often, Kalman filter analysis involving a vast amounttal data the final result is well-defined. In the energy ranges
of experimental data results in uncertainties that areolget  without measurements the result, to some extent, depends on
than systematic uncertainties even of the most precise meghe initial (assumed) uncertainty of the new parameX@f,oq.
surement. This happens in spite of the fact that proper expeNaturally, if no experimental data are available the diseds
imental covariances, accounting for systematic unceiégin  contribution to the uncertainty is defined Bypmog. In such a
are supplied as an input to the KALMAN code. case, however, the cross section uncertainties are detedmi
One of the sources of the problem is the implicit Kalmanprimarly by the propagation of uncertainties of the genuine
filter assumption that the model itself is perfect. Thus, anymodel parameters, which are much larger than the intrinsic
uncertainties in model calculations are only due to the unce model uncertainties. The latter can, therefore, be negfdect
tainties of the model parameters. Often, the shape of a caéspecially since there should be no uncertainties smallgimo
culated excitation function is constrained. We illustriites  to raise any concern. The procedure is particularly useful t
point on the example of th&Nb(n,tot) reaction in Fig. 11. simulate intrinsic uncertainties in the optical moded,, it is
The depth and radius of the real part of the optical model pomeant to be applied to the total cross sections. These & oft
tential are essentially determining the shape and magnitid very well measured which, combined with the rigid shape of

experimentalists would consider such low uncertaintiasas
realistic.

C. Avoiding unreasonably low uncertainties
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the optical model predictions, results in extremely lowerac relevant to applications, including thermal, resonanatfast
tainties. There is no need to invoke such a procedure for othaeutron regions. This puts EMPIRE in a unique position to
nuclear reaction models, e.g., compound nucleus and preeqyrovide complete sets of covariance data for most of the nu-
librium emission, since their formulations include paréeng  clei, such as the fission products and structural matefils.
which, to a large extent, provide for a scaling degree of-freecode is also well capable of treating actinides. The modules
dom. for estimating covariances for neutron multiplicities god

A conceptually similar solution, correlated sampling of fission spectra are integrated into the EMPIRE code but need
energy-dependent scaling parameters, has also been ddoptalequate parametrization.
for the MC approach in EMPIRE. In this way, the minimum  The resonance module of EMPIRE closes the gap between
uncertainty of the calculated cross-sectionis limitediguin-  the evaluated neutron resonance data for 381 isotopes con-
certainty of the scaling parameter which is taken as the inodeained in the Atlas of Neutron Resonances and applications
uncertainty. by bringing Atlas data into the evaluated nuclear data flles.

An additional source of low uncertainties has been disparticular, the module produces covariances of the res@nan
cussed in the contribution by Leeb [14] to the present Work-parameters in the MF32 compact representation. When doing
shop - neglecting correlations among numerous experimentais, the module allows adjustment of the parameter uricerta
implies statistical independence of the respective syatiem ties in order to ensure consistency with the uncertainfigss
uncertainties and leads to reducing final uncertainty bédew thermal cross sections. We have discussed several sastegi
dividual systematic uncertainty. We refer to the originapr  for imposing such consistency and found that in most cases in

by Leeb for a description of an approximate method allowingvoking correlations among positive and negative (bounsh re
one to avoid this source of underestimation. onances is the least intrusive solution.

In the fast neutron region we discussed two complemen-
tary methods implemented in EMPIRE for determining co-
V. APPLICATION TO COVARIANCE EVALUATIONS variances. The Kalman filter approach is based on variance
minimization while the stochastic one is based on the Monte
The EMPIRE-KALMAN and EMPIRE-MC-GANDR sys- Carlo sampling followed by the GANDR least-squares fitting
tem has been extensively applied for the generation of coef experimental data. We have compared both approaches
variance data. We mention here covariances for 13 materand concluded that model-based covariances obtained with
als, 89Y, 99T¢, 152-158,160G(q, 191,193|r gand 232Th, included the two methods are practically equivalent. There is also a
in the new ENDF/B-VII.0 library [11] released in 2006. In possibility of using KALMAN generated model-based prior
addition, there was a considerable effort to deliver prielim with the GANDR code.
nary covariances for the WPEC Subgroup 26 which resulted Very serious concerns were raised regarding extremely low
in covariance estimates for 36 materials. The more recenincertainties resulting from the least-squares analysiisgu
large-scale project was initiated by the U.S. Nuclear Glti  model-generated priors. We believe that these low uncertai
ity Safety Program to provide a ‘low-fidelity’, but complete ties arise, in part, from the rigidity of the model predicii
set of covariances that could be used to exercise processing., intrinsic model uncertainties which are not accounted for
methodologies and tools [15]. in the procedure. Our numerical experiments indicate that
New evaluations for a full set of stable tungsten isotopesadding new degrees of freedom to the model has a desired ef-
180.182—184,186\y in the neutron energy range up to 150 MeV fect on the output uncertainties and might be used to elitaina
were produced [16], with the covariance matrices generatethis deficiency.

using the EMPIRE-MC-GANDR approach. The NNDC pro-  The EMPIRE code system is entering a stage at which it
duced new covariances f8tMn and”Zr in the fast neutron  can effectively be used for production of covariance data.
region using EMPIRE-KALMAN technique [17]. _ Still, there is a number of issues that should be addressed. |
The NNDC and LANL are cooperating in preparation of the resonance region these include accounting for the uncer
GNEP project. This activity involves about 100 materials re among positive resonance parameters. The methodology
tors. adding capability to utilize average resonance parametiers
the fast neutron range, we should be seeking better insight
into intrinsic model uncertainties and expand the space of
VI. CONCLUSIONS perturbed parametergg., we should include the energy
dependence on the model parameters. Protracted activities
There has been considerable activity to reestablish covaralong these lines should eventually provide an extenside an
ance capabilities within the nuclear data comunity. Qatlie  consistent set of model parameters. Last, but not least, is
progress became possible due to the availability of adwhncethe long standing problem of analyzing experimental data in
nuclear reaction codes supported by the comprehensive lerder to extract critical information regarding statiatiand
braries of input parameters (RIPL) and by the compilation ofsystematic errors associated with these measurements) whi
resonance parameters (Atlas). The cross section covarianare decisive in determining evaluated data.
capabilities of the EMPIRE code cover the full energy range
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Neutron Cross Section Uncertainties in the Thermal and Resonance Regions
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(Dated: September 2, 2008)

In the Atlas of Neutron Resonances, special care was expended to ensure that the resonance parameter infor-
mation reproduces the various measured thermal cross sections, as well as the infinite dilute resonance integrals
for Z = 1-100. In contrast, the uncertainties of the recommended quantities do not match those generated from
the uncertainties of the resonance parameters. To address this problem, the present study was initiated to achieve
consistency for 15 actinides and 21 structural and coolant moderator materials. This is realized by assigning
uncertainties to the parameters of the negative-energy resonances and changing, if necessary, significantly the
uncertainties of the low-lying positive-energy resonances. The influence of correlations between parameters on

the derived uncertainties is examined and discussed.

I. INTRODUCTION

The National Nuclear Data Center produced a set of pre-
liminary neutron covariance estimates for the international
project, Nuclear Data Needs for Reactor Systems. The project
is sponsored by the OECD Nuclear Energy Agency (NEA),
Paris, under the Subgroup 26 of the International Working
Party on Evaluation Cooperation (WPEC), chaired by M. Sal-
vatores, ANL and CEA Cadarache. These preliminary co-
variances are described in the recent BNL report [1]. The
project is interested in 53 materials (isotopes) which include
19 actinides and 34 structural, coolant and moderator materi-
als. Out of them, the NNDC produced covariance estimates
for 36 materials.

In the low-energy region, the NNDC used the method de-
veloped by BNL and LANL [2] that combines the recent in-
formation in the Atlas of Neutron Resonances [3] and the
Bayesian code Kalman by Kawano and Shibata [4]. The idea
of this approach is to use uncertainties of various parameters
given in Ref. [3] and propagate them to cross section covari-
ances. This can be done in two ways. First, one starts with
cross sections and produces covariances straight in ENDF-6
file MF33 [1]. Second, as proposed in Ref. [5], one works
purely with resonance parameters, produces covariances in
MF32 and leaves up to processing codes the generation of
Ccross section covariances.

As emphasized in [3], the absolute values of various rec-
ommended quantities, such as thermal capture, fission and
scattering cross sections, as well as capture and fission res-
onance integrals, exhibit internal consistency with values cal-
culated from the resonance parameters. However, no attempt
was made to achieve consistencies between the various uncer-
tainties of these quantities. Such inconsistencies would then
propagate into the resulting cross section covariances render-
ing them less reliable.

In this study, consistencies between uncertainties of ther-
mal cross sections and resonance parameters for capture and
fission, but not scattering, cross sections were achieved for

the following 36 nuclei: '°F, 23Na, 27Al, 28Si, 2Cr, **Mn,
56,571 58N 90,01,92,04~ . 166,167,168,1701,. 206,207,208
2 Fe, 2°Ni, a4 & Er, Pb,

*Corresponding author: mugabgab@bnl.gov

209Bi, 233’234’236U, 237Np, 238,240,241,2421)11’ 241,242m,243Am
and 242’243’244’245Cm.

3.5

Mass Number, A

FIG. 1: Novel systematics for the average capture widths [6]. The
ratio of the p-wave and s-wave radiative widths, displayed as a func-
tion of mass number, is designated by a solid green line. The p-wave
strength function S;, multiplied by 0.4 x 10%, is shown by a broken
red line.

II. METHODOLOGY

In this section, a brief account of the methodology and pro-
cedure considered in the analysis of covariances is presented.

e The starting point of the uncertainty analysis is an ex-
amination of the electronic file of the resonance param-
eters [3] in question to search for missing information.

e Where entries of the individual resonance parameters,
such as radiative or scattering widths, are absent due to
lack of measurements, then data based on the system-
atics described in [3] or other sources are supplied or
estimated.

e In addition to the average resonance parameters and the
systematics reported in [3], a recent detailed study [6]



IIT  SOME SOURCES OF CORRELATIONS

revealed for the first time a novel relationship between
the average p- and s-wave radiative widths, as illus-
trated in Fig. 1. The observed structures for the ratio
of the p-wave to s-wave radiative widths, I',, / Iy, at
mass numbers 90 and 114 are associated with the split-
ting of the 3p single-particle state into its 3p; /o and
3p3/2 components due to the nuclear spin-orbit interac-
tion. Since these peaks are correlated with the p-wave
strength function (Fig. 1), the p-wave radiative widths
in the mass region 80-120 exhibit non-statistical effects
in the neutron radiative capture mechanism. The back-
ground term for the ratio is interpreted in terms of the
contribution of the giant dipole resonance to the cap-
ture process [6]. This significant information can be
utilized in determining either the s- or p-wave radiative
widths, when one is known with better accuracy than
the other. Furthermore, for certain nuclei where infor-
mation is lacking, scattering widths can be estimated
from the reported measured capture kernels.

e The Atlas file is then converted into an ENDF-6 format
with the aid of the computer program PTANAL [7]. In
this procedure, average s- and p-wave radiative widths
are supplied when such data is missing, and spin assign-
ments of resonances of undetermined values are ran-
domly made with the condition that the (2J+1) law for
level density is followed.

e The utility code RECENT and a PSY-325 program are

J

(Ao)? = (97 ap 2+ 995 Ap 2+ 995 Ar
7 oEy " ar, " ar,

2
(Aop)? = (anAEU) + (aaf AT

0Ey or

The calculated uncertainties for the thermal capture and fis-
sion cross sections due to all the individual s-wave resonances,
reported in [3], are determined by these relations and then
combined in quadratures to obtain the total uncertainty.

When correlations do exist between the various resonance
parameters, such as between I'y and I';, or I'y and I, then
the following additional terms, Egs. (3)-(4) have to be added
to Egs. (1-2)

(T,.T0) = 2 (g;mr ) (g;mr )p(rv,rnx 3

0 Oo ¢
(rr) =2 (GEar, ) (GEEar, )orpr,). @

where p(I',,T',) and p(I's,T,) are the correlation coeffi-
cients between I'y and I';, or between I'y and I, respectively.

applied to determine the various contributions to the
thermal cross sections and resonance integrals from in-
dividual resonances.

e The reported uncertainties of the thermal cross sections
are attributed to the uncertainties of the bound levels
and/or few low-energy resonances.

e Adjustments of the resonance parameter uncertainties
are carried out iteratively until the calculated uncertain-
ties of the thermal capture or fission cross sections con-
verge to the measured ones.

The total uncertainty of the capture (fission) cross section in
terms of the uncertainties of the individual resonance param-
eters, Fo, I',, ', and Iy, is expressed by Eq.(1) and Eq.(2),
when correlations do not exist between the parameters; other-
wise, additional terms, such as Eq.(3) and Eq.(4), have to be
considered.

Since a large number of resonance uncertainties contribute
to the scattering uncertainty, only the capture and fission un-
certainties were treated in this study; for an explanation, refer
to Eq.(1.9) and Eq.(1.14) in [3].

At the start, the correlations between the parameters were
not considered; their effects are studied later on for some nu-
clei. Also in this study, the Breit-Wigner relations for cap-
ture and fission are utilized for the determination of the partial
derivatives in Egs. (1-4).

2 aa_ 2
) + (aF;ZAFf> (1)

2 80’f 2 aO’f 2
) +<3F AF) + (aFfAFf) . )

(

The origin of these types of correlations is discussed briefly in
the following section.

III.  SOME SOURCES OF CORRELATIONS

In this section, a brief discussion of the sources of corre-
lations between the various parameters, emanating from the
analysis of the measurements, is presented.

e In capture measurements when the experimental reso-
lution function is larger than the natural width of a res-
onance, area analysis yields a capture kernel, defined
by A,= gI',T',/T, where g is the statistical spin fac-
tor. If A, < gI'y, then a scattering width can be eval-
uated from this relation by assuming an average cap-
ture width, derived from the systematics [3, 6], and a
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spin value for the considered resonance. In this case,
p(I'y,,T') is negative.

e In combined capture and fission measurements, cap-
ture and fission kernels are determined, in which case
I';/T', is found. The fission widths are subsequently
derived on the basis of an assumed average capture
width, as, for example, in the case of the isotopic
curium measurements of [8]. In this case p(I'y,T",) is
positive.

e Neutron sensitivity corrections, applied to capture mea-
surements, are generally made with the help of the rela-
tion

[P =T + kT,

where k is obtained experimentally. If k is not de-
termined correctly, then p(I',,,T';) can be positive. A
I',-I';, correlation analysis, as well as theoretical cal-
culations [9], has to be performed to determine as to
whether the correlation exists. If affirmed, a determina-
tion has to be made as to whether it is due to neutron
sensitivity or valence capture [9].

e In determining the parameters of bound levels, for nu-
clei where the positive-energy resonances also con-
tribute significantly to the thermal capture cross section,
then a negative correlation exists between the parame-
ters of the positive-energy and bound resonances. Rela-
tions similar to those of Eqgs. (3-4) can be employed to
take into account their effects on the uncertainties.

IV. RESULTS

Our experience in the adjustment procedure is presented
and the outstanding issues resulting from the present analy-
sis are discussed for the following nuclei: °°Mn, ®°Fe, and
167Ry.

A. %°Mn

Adopted as a standard in neutron activation analysis, the
thermal capture cross section of *>Mn, ¢9 = 13.36 + 0.05
b (0.37%), is measured with high accuracy. As noted in a
footnote in the Atlas [3], the adoption of the capture widths
measured at ORNL [10], which were the only available data
at the time, leads to a calculated resonance capture integral
of 11.7 b. This value is discrepant with a measured value of
13.4+0.5 b [3]. To resolve this discrepancy, adjustments in
the capture widths of [10] were made; the results are shown in
column 5 of Table 1.

In addition, two bound s-wave levels with spins 2 and 3 are
invoked in order to account for the coherent and incoherent
scattering amplitudes of >>*Mn. The contributions to the ther-
mal capture cross section due to the bound levels, as well as
the 3 positive-energy resonances, are presented in the last col-
umn of Table I. With these parameters and those in [3] above
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FIG. 2: The measured capture cross section of >*Mn in the energy
region 0.01 to 300 eV. The solid line represents the present calcula-
tions based on the resonance parameters of Table I and in Ref. [3]
above 2.4 keV.

3 keV, the calculated capture cross section in the energy region
from 0.01 eV to 20 keV is displayed in Fig. 2 and is compared
with the measurements of [11] below 300 eV.

TABLE I: ®*Mn resonances and their contribution to the thermal
capture cross section. In the present notation, a = data from the
Atlas [3], and b = quantities evaluated in the present study. The
energy uncertainty of the 337.3 eV resonance is altered from 1.0
eV [3]to 0.7 eV.

Eo (eV)* 2gl', (eV)® 2g, (eV)! T,(eV)* T, (eV)’ o, (b)°
-16150 6255 6255 75+£0% 790 032
-202 1.15 1.15 J5+4.0% 7940 338
3373 0.7 183 £2.2% 18.3+.2% 3146.5% .40+.0 7.44
1099 +2.0 18.0 +4.0% 18.0 +.4% 435 +23.0% 40+.0 1.50
2327 4+ 5.0 460 £52% 460 +2% .34 4+38.2% .40+.0 0.17

To account for a 0.37% uncertainty in the thermal capture
cross section, the uncertainties of the resonance parameters
have to be drastically reduced. It is significant to note that
consistency between the two uncertainties can be achieved by
changing the energy uncertainty of the resonance at 337.1 eV
from 1.0 eV to 0.7 eV.

This procedure presents an outstanding issue. To overcome
this problem, one can invoke an anti-correlation between the
parameters of the positive-energy and bound levels, which can
alleviate this problem. Such a procedure entailed imposing
large uncertainties on the parameters of the bound parameters
while retaining, with minor adjustments, the uncertainties of
the positive energy resonances as reported in [3]. The latter
procedure is justifiable on physical grounds. For details, refer
to [12].



V  CORRELATION EFFECTS ON CALCULATED UNCERTAINTIES A

55Mn

B. °Fe

In this simple case, the thermal capture cross section sec-
tion of 9°Fe, ag =2.5940.14 b, is dominated by a bound level,
specified at an energy of -6.52 keV. The positive-energy res-
onance contributions due to all resonances up to an energy of
850 keV is only 0.09 b [3]. The pointwise capture cross sec-
tion in the energy region 0.007 eV to 1.41 keV was measured
by [13]. The computed and measured cross sections are de-
picted in Fig. 3. Note that the resonance at 1.147 keV has a
p-wave assignment, and hence does not have a contribution to
the thermal capture cross section of °Fe.

The 5.4% uncertainty of the thermal capture cross section
can be propagated by assigning a 3.82% uncertainty to both
the scattering and capture widths of the bound level only. The
positive-energy resonances then maintain their original un-
certainties [3]. In this case, it is not necessary to invoke an
anti-correlation between the bound and positive energy reso-
nances.

At this point, we point out the similarity of the capture cross
sections of ®2Cr and ®°Fe in that both are dominated by bound
levels; refer to the discussion in section V.
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FIG. 3: The measured capture cross of °°Fe in the energy region
0.01-3000 eV [13]. The solid line represents the calculations on the
basis of the resonance parameters of the Atlas [3].

C. Er

The thermal capture cross section of '67Er, 03 = 64948
b(1.2%) is dominated by two positive-energy resonances at
0.460 eV and 0.584 eV. The scattering and capture widths of
these two resonances are determined recently [14] by apply-
ing shape fit analysis to the transmission data, obtained for a
natural Er sample in the energy region from 0.03-20 eV. To
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FIG. 4: The measured capture cross of '®“Er in the energy region
from 0.001 to 10 eV. The solid line represents the calculations on the
basis of the resonance parameters of the Atlas [3].

TABLE II: *®"Er resonances and their contribution to the thermal
capture cross section. The two quantities in parentheses in columns
2 and 3 are the % uncertainties in the Atlas and the present study,
respectively.

Eo (eV) 2¢T,, (meV) T,(meV) o, (b)
236 117 (0.0, 10.00% 88.0 (0.0, 11.0)% 7.9
0.460 £0.002 0.3031 (0.33, 0.33)% 87.12 (0.2, 0.4)% 423
0.584 £0.001 0.2163 (0.46, 0.46)% 86.20 (0.4, 0.4)% 161

propagate a 1.2% uncertainty for 09/, the uncertainties of the
capture widths of the bound level and the resonance at 0.460
eV were changed as shown in column 3 of Table II. The uncer-
tainties of the scattering widths were maintained at the Atlas
values.

V. CORRELATION EFFECTS ON CALCULATED
UNCERTAINTIES

A correlation analysis between capture and scatter-
ing widths for the following nuclei °2Cr, ®Mn, 9SFe,
167Er and 2*"Np was carried out. The correlation co-
efficients are, respectively, 0.63+0.09 (8 s-wave reso-
nances), 0.700£0.001 (49), 0.20+0.58 (10), 0.35+0.01 (54),
0.1240.12 (147). Note that the significance levels for 52Cr
and ®6Fe are high and null, respectively. For this reason, 6Fe
is replaced by 52Cr in this analysis. In addition, we believe
that the high significance level of the correlation coefficient
for ®®Mn is due to neutron sensitivity correction and not aris-
ing from valence capture.

The effects of the correlation between the capture and scat-
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TABLE III: Effects of correlations between I'y, and I',, on the
thermal capture cross section uncertainties of 52Cr, 5°Mn, and
237Np for three values of the correlation coefficients, 0.0, -1.0, and
1.0.

nucleus oy (b) Ao, (b) Aoy (b) Aoy (b)
p(T,T,) 0.0 -1.0 +1.0
52Cr 0.86+0.02 0.020 0.018 0.023
55Mn 13.36+£0.05 0.047 0.047  0.049
ZTNp 178.743.0 3.0 1.6 4.0

tering widths of the same resonance on the capture uncertain-
ties for three nuclei, °>Cr, ®>Mn, and 2>"Np, were studied and
summarized in Table III. The case for p(I",,I';,) = 0 corre-
sponds to the results of the main study with no correlations,
where the calculated uncertainties reproduce those of the rec-
ommendations [3]. In columns 4 and 5 of Table III are the
results for p(I'y,I'y,)= -1 or +1. As shown, the correlations
produce negligible effects for ®2Cr, ®>Mn. This is a result
of the fact that the final adjusted uncertainties for the capture
widths are set to zero; refer to Eq.(3). On the other hand, a
non-negligible change occurs in the uncertainties of 23" Np.

VI. CONCLUSIONS

Internal consistency between the uncertainties of thermal
capture and fission cross sections and the uncertainties of res-

onance parameters is achieved for 15 actinides and 21 coolant
and structural materials. This was realized by re-assigning un-
certainties to the parameters of bound levels and low-energy
resonances. If the major contribution to the thermal capture
cross section is due to the positive-energy resonances, then
their uncertainties are significantly changed from values re-
ported in [3]; this pauses certain challenge as to what extent
these changes are physically justifiable. Such a situation can
be resolved by invoking an anti-correlation between the bound
and positive energy resonances, as determined for 5°Mn [12].

In other cases, where the thermal capture cross section is
dominated by bound levels, as in 52Cr and °YFe, the uncer-
tainties of the positive-energy resonances are unaffected from
those reported in [3]. The correlations between parameters of
the same resonance are studied and their effect on the adjusted
uncertainties is determined for some cases
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Estimated ®>Mn and °Zr cross section covariances in the fast neutron energy regio

M.T. Pigni;s M. Herman, and P. ObloZinsky
National Nuclear Data Center, Brookhaven National Laboratory, Upton, NY 11973-5000
(Dated: August 27, 2008)

We completed estimates of neutron cross section covarianc&Marand”°Zr, from keV range to 25 MeV,
considering the most important reaction channels, total, elastic, inelagtitire, and (n,2n). The nuclear reac-
tion model code EMPIRE was used to calculate sensitivity to model paraistererturbation of parameters
that define the optical model potential, nuclear level densities and strehgtie pre-equilibrium emission.
The sensitivity analysis was performed with the set of parameters wéjpoduces the ENDF/B-VII.0 cross
sections. The experimental data were analyzed and both statisticalstathagic uncertainties were extracted
from almost 30 selected experiments. Then, the Bayesian code KALMadNused to combine the sensitivity
analysis and the experiments to obtain the evaluated covariance matrices.

I. INTRODUCTION clusion of experimental data, see adjacent paper for more de
tails [7]. The EMPIRE code system incorporates an extensive

Neutron cross section covariances are highly demanded Bigt of nuclear reaction models capable of describing a rel
applications, probably the most prominent being the Globayant reaction mechanisms, coupled to the up-to-date Yilwfar
Nuclear Energy Partnership (GNEP) and the U.S. NuclealPut model parameters [8] and providing reasonable overal
Criticality Safety Program (NCSP). In GNEP, improved nu_cjesquptlon of nuclear observables even if default pardnzet
clear concepts are being considered with fuel and reactor ch tionis used. EMPIRE was used to calculate neutron cross sec-
acteristics that are well outside the design envelope stiexj ~ fions and sensitivity matrices. Th_en, these sensitivityrives
and prior systems. Therefore, a wide effort in advanced simwere used as prior by KALMAN in order to incorporate, one
ulations must be preceded with the adequate adjustment & One, experimental data including their statistical ayst s
the recently released ENDF/B-VII.0 library [1]. Nucleattaa t€matic uncertainties. _ . _
covariances (uncertainties and correlations) are essdati We emphasize that our goal is to produce covariance esti-
such adjustment. NCSP is developing computational tools t§ates, not to re-evaluate cross sections. Therefore, odr mo
enhance criticality safety predictive capabilities. Festing €ling and parametrization aims to reproduce ENDF/B-VII.0
these tools an extensive amount of covariance data is needegPmewhat approximately, just giving us enough confidence in
giving rise to the recent “low-fidelity project” [2]. covariance estimates.

This project was charged to provide a rough set of covari-
ances covering all relevant reaction channels for all 39&ma

rials in the ENDF/B-VI1.0 library, emphasizing completese A. Reaction Models and Parameters
rather than precision. In addition, NCSP needs high-gualit
covariances for specific materials, such®asin and %°Zr. Four nuclear reaction models were adopted that should suf-

This need was partly met by the new ORNL evaluation officiently well describe the physics of nuclear reactionseat-n
°>Mn in the resonance region [3], including al¥tMn(n,y)  tron energies from 10 keV to 25 MeV for bothiMn and®°Zr.
dosimetry reaction for which covariance re-evaluationeis r The spherical optical model, in case®#r, and the coupled
quired [4]. channels formalism, in case 8fMn, take care of the total
The present work is addressing covariances’®®in and  cross sections and neutron scattering. The Hauser-Feshbac
9Zr in the fast neutron region. Although the low-fidelity statistical model describes the bulk of particle emissand
project was useful starting point, we made an important steghe exciton pre-equilibrium model describes major featwfe
forward by including almost 30 sets of experimental data.  fast particle emission at higher incident energies.
The paper is organized as follows. In Section I, we de-
scribe the methodology used to produce the cross section co-

variances, while Section Il and IV discuss, respectivéig TABLE I: Prior optical-model parameter uncertainties (in %):
results and the conclusions radius,a - diffuseness} - real depth, W - imaginary depth. The

subscripta, s, andw, respectively, denote real volume, real surface,
and imaginary surface. The superscripts=n + % andnp =p +

Il METHODOLOGY 271, identify nucleon-nucleus interaction.

. . Art9 Art9 A9 AV AW
Our methodology is based on the nuclear reaction model 3T5 g“ gw 5 3.5

code EMPIRE [5], Bayesian code KALMAN [6] and due in-

AWE Al Adld AV AW
5 5 5 5 5

*Electronic address: pi gni @nl . gov; http://ww. nndc. bnl . o r
gov/ nndcpeopl e/ pi gni . ht ni The parametrization was taken from RIPL-3 [8]. FoMn



Il RESULTS AND DISCUSSION A Reaction Models and Parameters

we used optical model parameters of Koning-Delaroche [9] The experimental data were analyzed and both statistical
and for?Zr the dispersive potential used by us earlier [1]. and systematic uncertainties were extracted for seleocted e
Parameter uncertainties were those used in Ref. [2]. The ogperiments. The covariance matrix of th8-experiment is

tical model parameters, for which uncertainties (3% or 5%) exp

were considered, are listed in Tab. I. The list of 8 paranseter Cr=Un+W,, ®)
relevant for the Hauser-Feshbach and the exciton model plyghere s, andW,, are the covariance matrices of the statis-
a parameter taking into account the deformation®®fin, is  tical and systematic uncertainties, respectively. In tyieit

shown in Table II. The uncertainties given in Tabs. I, Il @pr  notation and omitting the subscript the matrix elements are
sent theprior information on the model parameters required gjyen py

as a starting point in the Bayesian update procedure.

TABLE II: Prior parameter uncertainties (in %) used for the Hauser- w Wi, j i 7,

Feshbach and exciton modela: - total level density,g - single- . . .
particle level densityf, - gamma-ray strength functions, and mfp - Where the off-diagonal terms are obtained assuming that the

nucleon mean-free path; Def - deformation in the DWBA. The superSystematic uncertainties are fully correlated.

= {um by ©)

scripts refer tazn. = compoundtg = target,n2n = (n,2n) residue, The quality and consistency of the evaluated cross sections
np = (n,p) residue. can be assessed by scalar quantity
T —
MG NG AT MG AG™ AGY Af, Amfp ADef X =D (00— o () (CTE) T (o7 — o (xn) . (7)

n

15 15 15 15 15 15 10-15 25 35

High value ofy? per one degree of freedom suggests that the
obtained uncertainties are under-estimated and it iyfednn-
mon practice to use this factor to rescale these uncesaitti
get their final values.

B. Sensitivities and Bayesian Update

Matrix elementss; ; of the sensitivity matrixS were calcu- . RESULTS AND DISCUSSION

lated as
We calculated neutron cross sections and their covariance

E’La . . . .
= M ; (1)  matrices for>Mn and®°Zr at 63 incident energies between 1
Pj keV and 25 MeV, considering the five reaction channels, total

whereo is the cross sectionZ; is the energy angb is the  elastic, inelastic, (n,2n), and capture. We used data frdm 2
vector of model parameters includipg. The partial deriva- ~ experiments foP°Mn and 7 experiments fol°Zr. First, we
tives were computed numerically, by varying the parametersliscuss’”’Mn and focus on energies above the ORNL evalua-
as defined by the uncertainties given in Tabs. | and Il. tion [3], that is, above 122 keV.

The Bayesian update procedure was used to update prior Fig. 1 compares our cross sections with ENDF/B-VII.0 and
results by taking into account new data. We used théhree sets of experimental data [10-12] found to be the ba-
code KALMAN which is based on the iterative generalizedsis of the ENDF/B-VII.0 evaluation. Due to the necessity of
least-squares approach. Applying the Bayesian equatons fetaining validated ENDF/B-VII.0 cross sections, our r@sti

straightforward, an update being a simple algebraic ojperat tion of covariances exclusively depends on these selegted e
T exp periments. The optical model predicts a smooth, averaged be

Prnt1 = Pn +PnS Quii(o,11 —o(pn)) havior of cross sections and cannot reproduce fluctuatihg va
ues extending as high as 4 MeV and adopted by the ENDF/B-

(2) VIO Accordingly, below 4 MeV we agjopted the uncerta_\in-
P -P,-P,S'Q, ,SP ties deduced from the experiments. Since related expefimen

el " " neEn tal information was limited, we estimated these uncerigsnt

Here, p,, is the vector of model paramete,, is their co-  conservatively as 5%. At higher energies, our uncertaintie

variance matrix andr; ¢, is the new experimental data set. are based on KALMAN and take into account careful mea-
The updated (posterior) values are denoted by the suparscrisurement by Cierjacket al. [10].

n + 1. The matrixQ,, . is defined as an inverse of the co- In Fig. 2,°°Mn(n,n’) reaction is shown. Our cross sections

variance matrixC,, and the experimental covariance matrix are in reasonable agreement with the ENDF/B-VII.0 evalua-

Si,j

(O tion. Relative uncertainties are fairly large at the thodgh
exp 1 region, while in the energy range of about 0.7-10 MeV they
Qni1=(Cr +C.5) . (3)  drop to about 15-30%. As expected, the uncertainties rise at

higher energies where cross sections become small.

Cross sections foP°Mn(n,2n), obtained with EMPIRE-
KALMAN using the experimental data of Refs. [13-24], ap-
C,.1 =SP,,S". (4) pear to agree well with ENDF/B-VII.0 as shown in Fig. 3.

Then, the updated (posterior) cross section covariancexmat
is obtained by the well known “sandwich” equation
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FIG. 3: Reactior?®Mn(n,2n). Prior, posterior, and ENDF/B-VII.0

cross sections are compared with experimental data [10-12]. Rel&ross sections are compared with experimental data [13—24]. Rela-

tive uncertainties are in red (point-wise representation).
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FIG. 2: Reactior’>Mn(n,inl). Prior, posterior, and ENDF/B-VII.0
cross sections are compared with experimental data. Relative uncetig. 4: Reactior’Mn(n;y). Prior, posterior, and ENDF/B-VII.0
tainties are in red. cross sections are compared with experimental data. Relative uncer-

tainties are in red.

Relative uncertainties exhibit expected U-shape, staxtiith
large values at the threshold region-010 MeV, at energies
<22 MeV being essentially flat. At higher energies, in the ab'experimental data. Except for the low energy region, the un-
sence of experimental data, the uncertainties again iserea o ainties are fairly flat around 2.5%. In contrast, uraiert
Fig. 4 displays’Mn radiative capture cross sections andyjeg oy (n,inl) are much larger throughout the whole energy
their uncertainties. Similar to (n,to_t) reaction, bglow 1\We range (Fig. 7) since no experimental data were used. Gener-
the ENDF/B-VII.0 adopted fluctuating cross sections foow " ncertainties should be low whenever a wealth of exper
ing the experiment by Gargt al. [25]. Consequently, we i antal data is used in the evaluation.
adopted Garg's experimental uncertainties. At higher-ener
gies EMPIRE-KALMAN method was adopted. Relative un- Finally, in Fig. 8 theZr(n,2n) cross sections obtained
certainties are lower than 10% in the energy range of 0.1-1%ith EMPIRE-KALMAN method are shown. Compared are
MeV, followed by expected sharp increase at higher energiegrior, posterior, and ENDF/B-VII.0 cross sections with ex-
We proceed with the discussion 8fZr reactions showing perimental data [30-34] included in our evaluation showing
first 2°Zr(n,tot) and’°Zr(n,el) in Figs. 5 and 6. Total as well good agreement with both ENDF/B-VII.0 and data. Relative
as elastic cross sections compare well with ENDF/B-VII.@ an cross section uncertainties exhibit expected U-shape.
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perimental data?®Mn represents additional challenge due to
many data available, including high resolution measurdésen

We produced estimates of neutron cross section covariancéat exhibit strong fluctuations up to a few MeV.

for ®>Mn and “°Zr in the fast neutron energy region. This
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clear Criticality Safety Program, though the results argeof
terest for other applications such as GNEP and dosimetny. Ou
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Abstract

We present a detailed analysis of the impact of resonan@meder uncertain-
ties on covariances for neutron capture and fission cros®ssén the resolved
resonance region. Our analysis uses the uncertaintieklaleain the recently
published Atlas of Neutron Resonances employing the Mudtiel Breit-Wigner
formalism. We consider uncertainties on resonance ergeajag with those on
neutron-, radiative-, and fission-widths and examine tingoract on cross section
uncertainties and correlations. We also study thect of the resonance parameter
correlations deduced from capture and fission kernels &rstritte our approach
on several practical examples. We show that uncertainfiasutron-, radiative-
and fission-widths are important, while the uncertaintiesesonance energies
can be €ectively neglected. We conclude that the correlations betwneutron
and radiative (fission) widths should be taken into accotiné multi-group cross
section uncertainties can be properly generated from betleisonance parameter
covariance format MF32 and the cross section covarianeedboMF33, though
the use of MF32 is more straightforward and hence preferable

Editorial note: The ideas on which this paper is based were put forward during
numerous discussions between the scientists of the Natilwwdear Data Center,
BNL in the first half of 2007. This was part of an intensivEogt devoted to de-
veloping neutron cross section covariance methodologydnésolved resonance
region. The backbone of this methodology is the use of thenainty infor-
mation contained in the Atlas of Neutron Resonances (aushdiughabghab,
Elsevier 2006). The present report was drafted in summer,28€ar final version
followed in September 2007. Three months later, in Decerbér, a paper by
D. Rochman and A.J. Koning, NRG Petten, was submitted to.Nastr. Meth-
ods A using many of our original ideas without mentioning work. The NNDC
learned about it from an on-line version of NIM-A in March B his prompted
publishing the present report in order to secure our pyianithis matter.






Chapter 1

Introduction

The recent revival of interest in neutron cross section BGakaes (uncertainties
and correlations) is driven by the needs of advanced reagttems and fuel cy-
cles [1, 2], data adjustment for the Global Nuclear Energy PartnpréBNEP)
project as well as nuclear criticality safety. This inteériesstrongly enhanced by
recent advances in computer technology and progress ati@airansport codes
allowing to perform fast numerical simulations. Such siatns can substan-
tially reduce expensive and time consuming measurementasamk-up assem-
blies. For these simulations to be useful, neutron crogtoseevaluations have to
come with a trusted estimate of uncertainties.

It appears that the covariance information is very incot@xdeen in the most
recent nuclear data libraries. For example, the brand ne®HRABIVII.O li-
brary [3] contains neutron cross section covariances only for 12nti13 newly
evaluated materials out of 393. The consequence of the fackwariance in-
formation in the user community is a common misuse assurhiaiga given old
covariance file, obtained under specific conditions, forcgecross sections or
other nuclear data, can be used with a new data file, obtainddruitferent
assumptions. To remedy this problem, it is important to tere@w reliable co-
variance files, consistent with mean values to which thesr rief.

The new neutron cross section covariances included in tHeFABVII1.0 li-
brary are sample covariance evaluations that represemraquisite for a much
broader &ort anticipated for ENDB-VII.1 release. In the resolved resonance
region these evaluations were obtained by thréBeint methods. The direct
SAMMY was used for the covariance evaluatiorf&T h, the retroactive SAMMY
for 152153154155156157158160G (| and the Atlas-KALMAN method was used for eval-
uation of®Y, *°Tc and®®*1%r,
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The first method, direct SAMMY, is the most suitable for newasiwements,
where the analysis of raw experimental data can be perfommithdoowerful R-
matrix codes. The best known is the ORNL code SAMMY, which automat-
ically produces full covariance informatio®][ For comparison, the European
code REFIT §] has similar capabilities in data analysi§,[but produces diago-
nal covariance terms only. The code SAMMY preforms a mwélenultichannel
R-matrix fit to neutron data using the Reich-Moore formaligrperimental con-
ditions such as resolution function, finite size sample,-noiform thickness of
sample, multiple scattering, self-shielding, normalmat background are taken
into account. An important distinction of the SAMMY is theage of the Bayes’
equations, or the generalized least squares rather thdeatstesquares equations
to update resonance parametegd |

The second method is based on the idea to generate expealmatat “retroac-
tively” and then proceed with the direct evaluation as descrabove §]. The
motivation behind this somewhat unorthodox method, termagrdactive SAMMY [,
is to benefit from the power of SAMMY and from huge experienceumulated
over years in experimental facilities such as ORELA. Anmititen is to apply this
method to those cases where suitable experimental dataobawailable. In do-
ing so one first generates artificial experimental cross@ectising the R-matrix
theory with already-determined values of resonance pamsieStatistical and
systematical uncertainties are assigned to each data, gsittnated from past
experience. Transmission, capture, fission and other datza#culated assuming
realistic experimental conditions such as Doppler broaagand resolution func-
tion. Then, the SAMMY code is used to generate resonanc@peter covariance
matrix.

The third method, pursued by the National Nuclear Data CGerstdocusing
on many cases where the use of the above two methods may natdieal. It is
based on the ideato utilize another resource of informatiomeutron resonances,
namely, the recently published Atlas of Neutron Resonafid@#sThis monumen-
tal work by S.F. Mughabghab represents tfeeslition of what was previously
well known as the Brookhaven National Laboratory BNL-32p&#s. The point
is that Atlas contains not only the resonance parameterguéntly adopted by
many evaluations in major evaluated data libraries, bud #igir uncertainties.
The idea is to make use of these uncertainties and conventitite neutron cross
section covariances. Such a task has several distinctquiggs.

e One perspective is that we deal with a specific case of nucksation
modeling that one would ideally encounter when using théeauceaction

BNL-80173-2008 Page 2 M. Hermanet al.
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model code EMPIRE originally designed for evaluations mfidsst neutron
region [L1]. In EMPIRE, one is far away from a situation of having petfec
model, perfect parametrization along with solid model pegter uncertain-
ties. Yet, the resolved resonance region is pretty clogeisodeal situation.
One has a model, such as the Multi-Level Breit-Wigner (MLBimal-
ism, with a set of well determined model parameters along teir un-
certainties directly deduced from experiments. Hence,stioeild built on
experience from coupling EMPIRE with the Bayesian code KAANI[12]
to produce covariances in the fast neutron region and expamthe reso-
nance region. This led to the development of the Atlas-KALNM#ethod,
used to evaluate four materials for ENBFVII.0 [ 3] and also to produce
preliminary set of covariances for advanced reactor sys{&aj.

e Another perspective is that one encounters a typical psieggroblem,
with converting resonance parameters (file MF2 as definedarENDF-
6 format [L4]) and the resonance parameter uncertainties (file MF38) int
cross sections and cross section covariances. To this eedstmuld em-
ploy a suitable processing code such as PUFEF ¢r ERRORJ [L6]. This
approach, however tempting, does not providéaent insight into the role
of the resonance parameter uncertainties unless ondisiesntly familiar
with the processing code itself.

e Still another perspective is that one deals with the taskrevis&raightfor-
ward analytical solutions are possible. This should shdiicgent light on
the role of the resonance parameter uncertainties andsthifeei primary
objective of the present paper. On practical level, suchreayais would
bring us to the previous item by providing justification fanwersion of
uncertainty information from the Atlas of Neutron Resoresmto MF32
covariances. This procedure is straightforward and shioelforeferred over
our earlier approach of using MF33.

This paper is organized as follows. In Chapfewe summarize formalism
for neutron capture and fission cross sections. In Chaptee consider single
resonances and analyze the impact of the resonance parameggtainties and
resonance parameter correlations on the neutron crossrsecicertainties and
correlations. Then, in Chaptémwe extend this analysis to many resonances. Our
conclusions are given in Chapter

BNL-80173-2008 Page 3 M. Hermanet al.
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Chapter 2

Capture and fission cross sections

We restrict ourselves to the MLBW formalism as defined in tidDIE-6 for-
mat [14]. This is justified by a wide use of MLBW in all major evaluatedclear
data libraries and its dominant use also in the Atlas of NeuResonances. Fur-
thermore, MLBW is sfticiently representative for our purposes and relatively
easy to implement analytically. Although our analysis dobé extended to a
more sophisticated Reich-Moore formalism, it would hardhange any of our
findings.

For a simplicity we restrict ourselves to s-wave procedassdiscuss a single
resonance, then proceed with a multi-resonance case. \Waroxlde expressions
for capture cross sections, with the understanding thagxpeessions for fission
cross sections can be obtained by a simple transformatarth€ purposes of the
present paper all examples shown to illustrate our poisavave resonances.

For a single resonance at the enekgyand the neutron incident energy the
capture cross section can be expressed by the Breit-Wigneufa as

alW(B)r,
(T(E)/2)* + (E - Eo)?’

o, (E) = nd? (2.1)
where we dropped all indices related to quantum numberse,Hés the neutron

wavelength,

A= (2.2)

\2mE

m being the neutron reduced mass dinithe Planck constant, the spin statistical

factor is given by
2J+1

9= 2@+ (2:3)

4
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with J being the spin of the resonance dritie spin of the target nucleus, and the
energy-dependent neutron width for s-wave neutrons is

E
I'W(E) =T, \/;0, (2.4)

wherel’,, denotes the neutron width &). The energy dependence of the total
resonance widthl'(E), can be neglected when compared to the strong energy
term in the denominator of EQ.1, giving

[(E) =T =Tn(Eo) + T, + I, (2.5)

beingl’, andI'; the radiative and fission width respectively. Ef.1f can be
rewritten to its final form

2712 ( 1 )1/ ? grar,

E) =
7(E) m \EEy) ([n+T, +T¢)2+4(E-Ep)?’

(2.6)
where one can explicitly see all quantities of interest toamalysis. These quanti-
ties, along with their uncertainties, can in general be tbuarthe Atlas of Neutron
Resonancesl[)] and include the resonance paramet&ydy, I',, I'r and the cap-
ture kernegl'\I", /T

For the case of several resonances the above expressioa genéralized by
performing summation over the individual resonances, tishioy the subscript,

Zo'yr(E)

2 1 \"? Tl
2rh Z( ) . Ol dyr . (2.7)
m - EEo Fr + 4(E - EOr)

O_y(E)

This is justified by the observation that there are no interfee &ects in neutron
capture, generally when the number of primasgay transitions is large.

For fission cross sections the same formalism, after insergimg the sub-
scriptsy andf in the above equations, can be applied.
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Chapter 3

Cross section covariances for a
single resonance

The energy-energy covariance between capture crosssgetidE) ando, (E’)

at the neutron energiésandE’, is given by

oo (E)
ap

do(E")

(60'7(E) 60—7(E,)> = apj

(Opi op;) (3.1)
i

wherep; stands for the resonance parametgydy, I',, I'r, and(sp; 6p;) is their

covariance matrix. Assuming that the resonance paramatersncorrelated,

N
<5pi6pj>:{(Ag') :¢i (3.2)

one gets
(0, B0 = 3, S D am =) 33)

that defines all elements of the energy-energy cross semi@riance matrix. The
diagonal termsk: = E’, contain cross section uncertainties, while tffediagonal
terms,E # E’, contain cross section correlations.

3.1 Cross section uncertainties

The diagonal terms of the energy-energy covariance matgeixiss section un-
certainties. Using a more explicit notation, this diagdeai defined by Eq.3.3)

6
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can be written for non-fissile nuclei as

(Ac,)? = (%AE )2 + (%AF )2 + (%AF )2 (3.4)
7T \oE, ) e, ") Tler, T '
Here,do, /0E,, do, /0Ty, anddo, /AT, are the partial derivatives ankEq, AL,
andAT’, are the standard deviations (uncertainties) of the resenanergy, neu-
tron, radiative width, respectively. We note that the abegeation can be easily
generalized to describe actinides by adding fission term.
Considering Eq.4.6), the first term of Eq. %.4), after normalizing it to the
capture cross section, gives the relative capture crosesemcertainty
80'7 AEO _ 8E0(E - Eo) 1 AEO
0By o, (rz + 4(E - Ep)? 2) Eo ’
which shows strong-dependence. Thus, for the neutron energies far away from
Eo, the cross section uncertainty is small/2REqy/Ep atE = 0 and -(12)AEq/Eg
atE >> E,. For the interim energies, the leading term 823/ (E — E,) and this
explains the initial rapid growth in the relative cross satuncertainty, followed
by equally rapid decrease, with a deep minimurk at E,.
As an example, in Fig3.1we showt>?Gd(n, y) for the single s-wave resonance
with the resonance enerfis=173.8 eV known to 0.06% precision, see Tablg
whileT" andr’, are treated as exactly known quantities. Although the @esson

(3.5)

Table 3.1: The resonance parameters and their uncertaintieEgfer 1738 eV s-wave
resonance if*2Gad+n [10].

Eo(eV) gy (meV) T, (meV)
173.8:0.1 862 30«2

uncertainties tend to be very large, in practice they candggeted since there
is a strong anti-correlation with respectig (see Sec3.2). This anti-correlation
virtually annihilates contribution to cross section uniagities due toAE, once
the cross section averaging is done even over the fairlyomaenergy interval
aroundE,.

The second term in Eq3(4), the energy dependence of the relative capture
cross section uncertainty dueAd', reads

(90'7 Arx _ 21—‘Xl—‘ AFX
oy o, [2+4(E - Ep)?) Iy

(3.6)
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10"—4 T T T T 1O+4
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0 ", y) 1 10
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Figure 3.1: The ®2Gd(n, y) cross sections for the single resonaiige= 1738 eV (left
scale) and their relative uncertainties due to the res@nanergy uncertainty.06% (right
scale).

where the index stands either fon or y. This expression gives the cross section
uncertainties that are fairly constant. For the neutrongres far away front,
one getsAI', /T’ for cross section uncertainty, the interim energy regiotaiidy
flat, with somewhat complex shape closeEpdepending on the actual value of
the term (1- 2I'y/T).

An example is given fot>2Gd(n, y) for the single resonancgy,=173.8 eV,
with Al /I'h=2.3% andAr’, /I",=6.6%, see Tabl€.1 Shown in Fig.3.2is the
impact of AI',, which yields complex shape arouig caused by',/I" being close
to unity. Fig.3.3shows the contribution caused Y, that drops aE, sincerl’, /T
is relatively small.

3.2 Cross section correlations

The correlation between capture cross sections is givelndoydn-diagonal terms,
E # E’, of the energy-energy covariance matrix, E2|3|. Two possibilities will
be discussed. First, we will consider the uncorrelatedrasce parameters. Then,
we will examine the correlation betweéh andrI’, using the constraint given by
the capture kernel.
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Figure 3.2: The%2Gd(n, y) cross sections for the single 173.8 eV resonance (lefescal
and their relative uncertainties due to the neutron wittk 86 me\k-2.3% (right scale).
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Figure 3.3: The'%°Gd(n, y) cross sections for the single 173.8 eV resonance (lefekscal
and their relative uncertainties due to the radiative widtk- 30 me\it6.6% (right scale).
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For the uncorrelated resonance parameters, and folloWwewggual practice to
normalize the covariance matrix so that the matrix elemardgshetween -1 and
+1, one gets correlation matrix

(60 (E) 60, (E")) Z oo (E) (Api)? do,(E")
Ao, (E) Ao, (E) - —op; Ao (E)Acy(E)  op

(3.7)

wherep, = Eo,I'n,I,. For illustration we continue to analyZ&’Gd(n,y) at
Eo=173.8 eV. In Fig.3.4, to the right, we show the relative cross section uncer-
tainties due to both the neutron and radiative widths uaggres,Al', andArL,,
while the resonance ener@y is considered to be known exactly. Then, in Hc
we show a complete case, where also the resonance energyaimgeAE, is
considered. This has striking impact, showing up as strorigcarrelation with
respect to the energyy,. As a consequence this anti-correlation annihilates the
impact of AE, on the averaged cross section uncertainties.

Next, we examine the correlation between the resonancédsvidh capture
measurements the capture kernel,

gr.r”
A== (3.8)

shows that there is negative correlation betwEgandI’,. This correlation may
or may not be strong, depending on the values of the resonadtes involved.
Thus, if eitherl',/T" or I, /T is close to the unity, the correlation is weak. If,
however, these ratios are approximately equal, then thielation betweel, and
I", will be strong. The corresponding expression for the cresian uncertainty
reads

(Ac,)? = (‘9‘77 99y orom 277 4 (%AF )2 (3.9)

v\ ar, or, " 7ar, \or, )’ '
where(dI', 0I',) is a covariance matrix and again we dropped the fission term fo
simplicity.

The approach described here to calculate the correlationtietween the res-
onance widths applies the generalized least squares mietimothe Bayesian the-
orem [L2]. The initial values of,, I',, A, as well as their uncertaintieal’,, A,
andAA,, can be taken from the Atlas of Neutron Resonances. Thenwitpre-
lations hold for the prior covariance matrix of the resoreamadths,¥, and the

2
AFn) +2
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Figure 3.4: Top: The'®2Gd(n, y) cross section correlations due to uncorreldtgdndr’,
for the single 173.8 eV resonance. Bottom: The same forivelatoss section uncertain-

ties.
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posterior matrix?,

¥ ¥ +¥STV[A- AQY)]

~

¥y ¥ - ¥STVSY, (3.10)

whereV = (SYST + (AA)?)™L. The vectorA(y) represents the capture kernel
calculated for the set of parametgrs= {I',,I',}. The quantityA = A, is the
experimental value of the capture kernel with related vexgaAA,)?, while S is
the sensitivity matrix an&" is its transpose given by

_(9A, 90A,
S'= (arn’ a_ry) . (3.11)

The covariance matrix for the resonance parameters is gi¥en

[ (ATn)?  (oTnely)
v=( S W) (3.12)

We introduce the shortened notation for the correlatiomteetweer’, andI’,

_ (8Tnol,)

= 3.13
AT, AT, (3.13)

The upper line of Eq3.10 represents the update of thg andI’, parameters,
while the lower line defines the covariance calculation farse parameters. In
the prior matrix¥, the correlation tern€ is assumed to be equal to zero. Then,
the calculation is iterated by replacifigwith the calculated?” until convergence

is achieved.

We illustrate impact of thel{,, I',) correlations on capture cross section uncer-
tainties in Fig.3.6. We choosé>Gd(n, y) reaction in the vicinity of the resonance
at 173.8 eV and show the range of uncertainties when thelatiome codficient
C varies between -0.1 and -0.9. One notes that low correkatiesult in higher
uncertainties at both wings of the resonance while the agisdrue for the peak
zone. The change in the cross section uncertainty can rémeh 80% between
physical limits ofC (-1 to 0) but is less than 30% in the peak zone. Typical scale of
the [y, I',) correlation is shown in Tabl®.2, in which we reproduce experimen-
tal values ofC for several s-wave resonances¥Gd+n as reported in Ref1[].
Generally, there is a strong negative correlatidr,i&ndl”, are comparable and it
weakens if one of the widths becomes much larger than the. othe
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Table 3.2: The resonance parameters and capture kernels of selestaees:esonances
for 152Gd+n [10]. The correlation terms, betweer, andl’, were taken from Ref[g].
For all resonanceg = 1.

Eo(eV) ol (meV) I, (meV) A (meV) C  Comment

173.8 862 30+2 22.3:0.3 -0.91
185.7 84:2 53+5 32.3t0.5 -0.95
203.1 942 593 36.6t0.4 -0.95
223.3 30%12 643 52.9:0.6 -0.75 Iy >>T,
231.4 464 62+8 26.4t0.9 -0.98

1678.4 999116 697 64.6:2.3 -0.60 I'y>>T,

8-0 T T T T T
152Gd(n, y)
7.0 - C=-0.1 |
— C=-0.3
8 60 I~ C:_O 5 '
y C=-0.7
5 50¢t .
< C=-0.9
4.0} Y o (0T dTy) -
AT'WAT,
30 1 1 1 1 1
173.2 173.6 174.0 174.4 174.8

Incident Neutron Energy (eV)

Figure 3.6: The 152Gd(ny) relative cross section uncertainties for the single 123/8
resonance illustrating the impact of the correlation betw&, andr,.
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3.3 Averaged values

Users of neutron cross section data are primarily intedldastéhe group-averaged
cross sections and their uncertainties. Therefore, it jgraftical interest to ex-
amine the impact of the covariances on the cross sectiohaithaveraged over
a broader energy interval. The capture cross section aagrager the energy
interval AE around the energl, can be calculated as

o, = A—lE Z o, (EiAe, (3.14)

where Ae is a suficiently small energy step. Then, the averaged cross section
uncertainty is

—  Ae
Aoy = = \/;way(a)aay(a)). (3.15)

It should be pointed out that typical widths of energy bingrowhich the
averaging is done is much larger than the width of a singlenmasce. Thus, in
our sample case that we choose to illustrate our resétd(n, y), the 173.8 eV
resonance falls in the group-energy interval that is ordérmagnitude larger
than the resonance widily = 0.03 eV. Indeed, in the 44-group structure used for
nuclear criticality safety applications the relevant giyegroup has width orders
of magnitude larger. In the 15-group structure, used in sath@&nced reactor
systems studies, the relevant energy group spans the eaegg/from 22.6 eV to
454 eV, implying the bin widths more than 400 eV. The energgrival over which
the cross section uncertainty is displayed in the above plkarsee Figs3.1-3.6is
less than 1 eV. This energy interval isiciently broad for our purposes, yet still
pretty small when compared to the energy interval of anweslegroup structure
used in practice.

One important comment is in place. In calculating averagmtjties the role
of correlations become important as can be seen irBEd{( As a consequence,
averaged uncertainties are lower, sometimes considel@iér, than those intu-
itively expected considering purely diagonal terms.

Considering the anti-correlation causedAly,, it is clear that impact oAE,
on the averaged cross section uncertainty is negligibleth®@mrontraryAl', and
ATI', are important in view of the cross section uncertaintiesesthe related cross
section correlation matrix is positive and fairly uniforirherefore there is no can-
cellation that eliminates thefect of AE,. The impact of the correlation between
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I'h andl’, may be significant and reduces the average cross sectiortaintefor
negativeC.
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Chapter 4

Cross section covariances for
multiple resonances

The previous analysis can be extended to a more realistecwdl many reso-
nances. We will discuss the cross section uncertaintieshamdproceed with the
correlations.

4.1 Cross section uncertainties

Using Eq. B8.4), the cross section uncertainty for the multi-resonanse can be
worked out fairly easily. Two cases will be discussed, firstwould assume un-
correlated resonance parameters, afterwards we will densorrelation between
I'n andI’,. For the uncorrelated resonance parameters one has

: oo, 2 (do, 2 (o, 2
(AO’Y) = Z E A EOI’ + GT AFnr + GT AFyr , (4 . 1)
; r nr yr

wherer denotes the individual resonances. Following E§<%)@nd @.6) the par-
tial contributions to £0)? can be readily obtained and, after some rearrangement
and dropping subscript, written as

oo AEor _ (s 8E0(E - EOr) 1 AEOr (4 2)
0Ey o o \I?+4(E-Ey)? 2] Eq '
and
=—|(1- , (4.3)
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whereo, is the cross section of the resonan@dx = n, y. The ratioo, /o- mod-

ifies the behavior of the cross section uncertainty far froemresonance energy
Eq. If the neutron energ¥ is close toEy,, then the ratiar, /o is almost equal to
unity and Eqgs. 4.2 4.3) become similar to Eqs3(5, 3.6). For the energ¥ far

from Eq, theo /o becomes small in the presence of another resonance and the
effect of ther™ resonance on the cross section uncertainty is also small.

We will discuss two examples, each showing three s-wavenees®es. Our
first example continues with the case®fGd(n,y). We already discussed the
173.8 eV resonance, now we proceed by adding 185.7 eV and 283reso-
nances. For these three resonances, the calculated cepissesections and the
calculated relative uncertainties are shown in Big. One can see three broad
peaks in the uncertainty curve with narrow dips at the resoa@nergies. Pos-
sible impact of the correlation betwe&p andI’, is displayed by the shadowed
band that corresponds to the range of val0e8.0 and -0.9.

'C= 0% 1

C=-90% -~

Figure 4.1: The%2Gd(n, y) cross sections and their relative uncertainties for tereave
resonanceskEp=173.8, 185.7 and 203.1 eV. The resonance energy uncesmint,,
were not considered. The shadowed band illustrates thectropthe (", I',) correlation.

Our second example discusses fission. In Ei§we show?**Am(n,f) cross
sections and their uncertainties considering three resmsaas well as the bound
level. The resonance parameters and their uncertaintegiaen in Table4. 1
The contribution of the bound level to the cross sectionddarty visible. One
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Figure 4.2: Cross section correlation due to uncorrelafgoandr’, for 152Gd(n, y) for

three s-wave resonancés=173.8, 185.7 and 203.1 eV.

Table 4.1: The resonance parameters and their uncertainties for shnes/e resonances
in 21 Am(n,f) [10], fission kernelsA; are not available. Also shown are parameters for
the bound state which are considered to be known exactlyw®hothe last column are

correlation co#ficients,C, betweerl, andTs.

Eo(eV) 290, (meV) I, (meV)

I't(meV)

-0.425 0.641 40
0.307+0.002 0.056G:0.0005 46.80.3
0.574+0.004 0.0923:0.0020 47.20.3
1.268+0.004 0.320@:0.0080 48.90.7

0.215
0.290.03
0.14:0.02
0.320.02
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Figure 4.3: The ?*?Am(n,f) cross sections and their relative uncertaintiestfioee s-
wave resonances (0.307, 0.574 and 1.268 eV) and the boueld By stands for the
fission width for thei-th resonance. The resonance energy uncertainties, were not
considered.
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can see that there are no local mimima at the resonance es@rgline with our
earlier discussion of the single resonanceaBg/T is close to zero. Since the
resonances are close to each other the local structuresaateed out due to the
uncertainties of individual resonances.

Table 4.1 shows the resonance parameters for three s-wave resonances
241Am(n,f) as well as the bound level and we expdgt [,) to be strongly anti-
correlated.

4.2 Cross section correlations

The energy-energy correlation between capture (fissiagscsections for many
resonances can be obtained readily using Eq) @nd performing summation of
contributions from single resonanaeOne has

(6o (E)o0(E)) _ ZZ(?U(E) (Aps)?  do(E)
Ac(E)Ac(E) — £ 0Py, Ac(E)Ac(E’) dp,

(4.4)

where the subscript denotes dterent resonance parameters. When discussing
correlations one can consider three options, althoughritegy not be fully sup-
ported by the data available in the Atlas of Neutron Resoesn@hese options
are:

e Uncorrelated parameters for each individual resonance,

e Correlations between parameters of a single resonancs (ahge correla-
tion), and

e Correlations between parameters of various resonanagsgrgmge correla-
tion).

The first option is illustrated off*Am(n,f) reactions in Fig4.4. The resonance
parameters and their uncertainties, given in Tdbleare treated as uncorrelated.
Strong and localized anti-correlation can be seen clodeetogsonance energies.
For?*Am(n,f), the cross section uncertainty in the thermal epeegion is dom-
inated by the 0.307 eV resonance. Consequently, the themossé section and
uncertainty are almost fully dominated by the first positiegonance at 0.307 eV.
The second option could be illustrated by continuing in theve example and
including the &ect ofI,, andI's correlation. It appears that, when looking on the
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Figure 4.4: Fission cross section correlations f6tAm(n,f) considering three resonances
(0.307, 0.574 and 1.268 eV) and the bound level. The unoésdaiof all resonance
parameters were assumed to be uncorrelated.
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correlation plot similar to Fig4.4, the dfects are relatively small and hence not
shown here.

The third option takes into account also long-range caticela. Obviously
one could consider the resonance energies as they are detdrby the neu-
tron flight path, but this féect in practice is very small and can be neglected. Of
more interest would be to consider another correlatioricatdd by the Atlas of
Neutron Resonances, though without any strict guidances. ddirelation can be
inferred from the fact that often the radiative widths arsumsed to be constant.
In this case, the radiative widths of all resonances shoelstibngly correlated.
Such correlations can be only estimated usidgpoc assumptions as no guidance
is given in the Atlas of Neutron Resonances and we are nahptieg to do so
here.

4.3 Averaged values

As already mentioned the users require multi-group crostsoses. The reason is
that large simulation codes are not designed for point-aiess sections that are
far too detailed, rather one needs suitably averaged vatuesnulti-group cross
sections. To this end, the processing codes such as P1LHFRrid ERRORJ16]
and NJOY [L7]should be employed.

From the above discussion it is clear that the two possibiesaw to obtain
multi-group cross section uncertainties in the resonaeg®n should be equiva-
lent. If one choses to produce MF32 covariances, then PUEHR&ORJ should
be used to obtain multi-group cross section covariances émvariances of reso-
nances parameters. If, alternatively, one chose to prdd#&3 covariances, then
either of the above codes can be used to obtain multi-graags®ection covari-
ances. We are not resorting to show this on any single casechsas example
might not be considered asfBuiently general and it is beyond the scope of this
report to go to extensive analysis of this point.

In practice, MF32 is more straightforward and provides niileability. Hence
its use, unless prohibited by huge size of the file, such asercase of*°U, is
preferable.

BNL-80173-2008 Page 23 M. Hermanet al.


http://www.nndc.bnl.gov/nndcpeople/herman.html

Chapter 5

Conclusions

The cross section uncertainties and correlations for oruwapture and fission in
the resolved resonance region were examined. Our goal waake maximum
use of the information available in the Atlas of Neutron Reswes. We used
the MLBW formalism that allowed analytical solutions, cdempented with the
numerical calculations whenever necessary.

We studied the impact of the resonance paramdfg{,I’,) uncertainties
and examined the possibility to introduce resonance pamaneerrelations by
utilizing the capture kerneld,). We have shown that the uncertainties of the
resonance energieaEy, can be neglected in the averaged cross sections. The
uncertainties of the other resonance parameters shouddkbe into account. This
is also true for the correlations betwdgnandrI’, in cases where these widths have
comparable values.

The use of the resonance parameter covariances, file MFa2pgcal step
forward in developing our covariance methodology in thetreguresolved reso-
nance region. So far, we have been using the cross sectiani@ose represen-
tation, file MF33. These two ways are equivalent in the setfiggaviding the
same multi-group values, but the use of MF32 is more strioghrd and more
flexible and it should be given the preference.

We conclude that the Atlas of Neutron Resonances contagnedalth of in-
formation that can beffectively utilized in the evaluation of neutron cross sattio
covariances in the resolved energy region.
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Extensive set of cross section covariance estimates in thegdasbn region
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Abstract

We generated, for the first time, a very comprehensive set of estiréieross section covariance data in the neutron energy range of 5 keV
- 20 MeV. The covariance matrices were obtained for 307 materials, fféhto 2°°Bi, covering structural materials, fission products, and
heavy non-fissile nuclei. These results offer model-based, consa&teassments of covariance data for nuclear criticality safety applications
The evaluation methodology combines the nuclear reaction model cod®@RHVthat calculates the sensitivity of the cross sections to nuclear
reaction model parameters, and the Bayesian code KALMAN that gaedpa uncertainties of the model parameters to these cross sections.
Taking into account the large number of materials studied, we refer oatginally to experimental data. The covariances were derived from
the perturbation of several key model parameters selected by thigsgnanalysis. These parameters refer to the optical model potential,
the level densities, and the strength of the pre-equilibrium emission. Ok represents the first attempt to generate neutron cross section
covariances on such a large scale.

Key words. neutron cross section covariances, nuclear criticalifgtgaENDF/B-VI11.0
PACS 25.40.-h, 28.20.-v

1. Introduction wheresl, is the transpose of the sensitivity coefficient vector,
sgr, andD is the cross section covariance matrix.

Two factors can explain the recent revival of research oa neu The same approach, albeitin the reverse order, can be used to
tron cross section covariances. First, there is intengimewed  identify nuclear data requirements. In doing so, one steota
interest in nuclear technology applications, such as desjgp ~ the target uncertainties of integral quantities and prefes
new generation of nuclear power reactors along with enlthncdhem backwards to the desired precision of the neutron cross
requirements on nuclear criticality safety. Second, atersible sections. Salvatores et al.’s [2] recent internationdbbalration
advances in computer technology and in neutronics sinamati @Pplied this approach to identify the data needed for démign

codes now allow refined predictions of integral quantitiestt advanced reactor systems. _
start to probe the uncertainties of basic nuclear data. Data adjustment represents another important use of meutro

Neutron cross section covariances (uncertainties andleerr covariance data. Here, one would start with the basic eteddua

tions) are necessary for several distinct types of appticaf{1]. ~ data library, such as the recently released ENDF/B-VII]) [3
Probably the most important is the need to assess the uimeerta@nalyze suitable integral experiments, calculate seftis for
ties of integral quantities, such as the design and opewitio observed integral quantities, account for covariance, datel
parameters of nuclear power reactors. Estimates of theamcu Produce an adjusted multi-group library constrained byséhe
of predictions of such applied quantities due to uncerigsnt integral experiments. Such an adjusted library then coeld b
in the basic data can be viewed as the forward propagation ¢sed for neutronics simulations of the new systems. Ideilly
uncertainties. To this end, sensitivity coefficients anmpated ~ the adjustments were propagated backward to the basicylibra

for the integral quantityR, with respect to cross sections and integral quantities could be predicted for systems thatgo b
the integral variance is obtained as yond current experience in terms of their material compmwsit

and neutron energy spectra. Currently, the Global Nuclear E

2 T
(AR)” =spDsg, (1) ergy Partnership (GNEP) is engaged in such a data adjustment
* Reference author project, focusing on fast, metal-cooled actinide burnercre
Email address: pi gni @nl . gov (M.T. Pigni). tors [4].
URL: htt p: //ww. nndc. bnl . gov/ nndcpeopl e/ pi gni . ht ni Although covariances were extensively studied in the 1970s

(M.T. Pigni).
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this research virtually disappeared in the 1990s due tddoni VII.0 materials in the range of Z = 31 - 68, and second, for
interest by users and scarce resources for data evalu@ion. the remaining 57 structural and 31 heavy materials [9]. ORNL
sequently, the availability of covariances in the majorleac  took care of the low neutron energy region (<5 keV) where
data libraries is very restricted. For example, the mosémec the covariances were estimated from the standard deviafion
ENDF/B-VII.O library, released in December 2006, containsthe thermal cross sections and resonance integrals [10JLLA
covariances for only 26 materials, i.e., for less than 7% 0$é  produced covariances in the fast energy region for lightaiuc
in the neutron sub-library. Moreover, only 13 of these mate{A< 19) and actinides (& 209). Finally, ANL has respon-
rials can be considered complete in that they provide cevarisibility for checking and reviewing. The project, includifts
ances for all reaction channels important for applicatidie  justification and results, is summarized in the recent pgddr
lack of a consistent, complete set of covariances is a lbarrie The paper is organized as follows. In Section 2, we describe
that prevents using the sensitivity tools in developingoaz  the methodology, while Section 3 presents and discusses the
tive nuclear technologies, and discourages the advandeshen calculations. Our conclusions are summarized in Section 4.
the tools themselves.

The U.S. Nuclear Criticality Safety Program (NCSP) re-2. Evaluation methodology
cently addressed the scarcity of neutron covariance data. A

almost complete lack of these data not only prevents piiedict Our methodology is based on the nuclear reaction model

of uncertainties in c_omputlng criticality but. it also prem.a.de— code EMPIRE [5] coupled to the Bayesian filtering code
velopment and testing relevant computational capatslite 5| MAN [6]. For this extensive task, we based the results al-
facilitate such development, cross section covarianca @& ot entirely on model calculations with marginal referete

essential. Even relatively crude approximations would be a o, herimental data. The EMPIRE code calculates neutrors cros

enormous help for these advances. The goal is to prOduces%ctions according to appropriately selected models ar&mo

rough set of covariances covering all relevant reactiomeha parameters, while KALMAN propagates model parameter
nels and materials (from thermal energy to 20 MeV), thereb%ncertainties into cross section (covariances.

affording a solid base for testing the new tools for advamed

merical simulations employing nuclear data uncertairdied .
correlations. The emphasis is on completeness rather than g'l' Evaluation method
precision - the latter should be addressed after the evatuat

methodology is well established and adequate tools aré-avai |he Bayesian update procedure is a standard tool used in
able. statistics to modify prior results by taking into accouny aew

The large scale of our “low-fidelity” covariance project ne- data..ln our case, the eva]uation starts with the EMPIREeaucI
cessitated our basing the results on model calculatiorts, wi 'é@ction model code which encompasses a wide range of nu-
minimal reference to experimental data. Calculations kg th €léar models of different degrees of sophistication to @san
code EMPIRE [5] with default set of parameters provide a com©Verall description of nuclear observables. The adoptedetso
plete set of cross sections, while the code KALMAN [6] gen_address specific reaction mechanisms, and depend on ddgusta _
erates their (co)variances. We stress that EMPIRE predisti Parameters. The most relevant ones are those related to opti
of cross sections, many of which are very reasonable, do né@l potential and nuclear level densities. These paramater
coincide with any of the official evaluated libraries. THere, ~ Varied to calculate partial derivatives of cross sectideéining
our covariances should not be associated with any cross selfl€ €lements of the sensitivity matrices (see Eq. (6)). Hie c
tions recommended for applications. The almost complete neculated reaction cross sections, sensitivity n_1atnces@dmth _
glect of experimental data, and the global nature of our hodéh® model parameters and their uncertainties represeat inp
calculations also limits detailed comparison with the gmgs ~ guantities for the KALMAN code. .
covariances generated from much more thorough analyses. ~ 1he KALMAN code is used as a nuclear data evaluation tool

The low-fidelity covariance project produced cross sectiorP@sed on the iterative generalized least-squares approheh
covariance matrices (MF33 in ENDF-6 format definition) for Procedure emphasizes the estimation of the uncertaimtieei
a complete set of 393 materials in the ENDF/B-VII.0 neutronModel parameters, and the corresponding correlatiorsaj-
sub-library. The data required by the project cover five majo Plied to evaluating neutron cross sections and their canae
reaction channels, (n,el), (n,inl), (n,2n),{h,plus (n,f) for ac- matrlqes fqr various reaction channels. AppIy|_ng thg Bayes
tinides, with the understanding that (n,tot) is redundfetnote ~ €guations is straightforward, and the update is a simple-alg
that (n,p) and (ry) cross sections are in general fairly small, raic operation,
particularly for heavier nuclei, and their impact on totebss Pri1 = Pn + PnSTQ, (0 — o (pn))
section covariances can be neglected except for a few light n
clei. The project involved four major U.S. national laboréts T
(BNL, ORNL, LANL, and ANL) with different responsibili- Pri1=Pn —PoS'Q.SP,, (2)
ties. Our role was to produce covariance estimates in the fasvheren denotes the"-step in the evaluation process accord-
neutron region for 307 isotopes betwe€ir and2"“Bi. This  ing to the number of sets of experimental data to be included.
massive task was split into two parts. First, we derived deva The vectorp,,,; contains the improved values of the param-
ances for 219 fission products [7,8] defined as the ENDF/Beters starting from the vectgy,,. Likewise, the matrixP,,,
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is the updated covariance matrix of the parameggrs,;. The
combination of the theoretical covariance maibxand the ex-
perimental covariance matri*® yields the updated covari-
ance matrix,

Q= D> +D)"", ©)

2.2. Reaction models and parameters

The EMPIRE code system [5] is a modern tool for model-
ing low and intermediate energy nuclear reactions. It ipcer
rates an extensive set of nuclear reaction models able to de-

and the vectow (p) represents the set of cross sections for ascribing all relevant reaction mechanisms, each of them con

specific reaction channel calculated for the set of parasgie
In our calculations, the experimental data were virtuadly i
nored, so considerably simplifying the evaluation procedu

veniently coupled to the up-to-date library of input modat p
rameters [12]. Therefore, EMPIRE provides reasonableativer
description of nuclear observables, even if default patérse

that then becomes driven by the theoretical cross section cdion is used. The code is suitable for massive calculatians,

variances. The theoretical cross section covariance xnatri
D =SPST, (4)

is associated with the model calculation by the covarianae m
trix of the model parameters,

P = (0pe opm) , 5)
and the sensitivity matrixg, with the elements,
aU(Eia p)
=gt 6
s »J 8pj ( )

calculated as the partial derivative of the cross sectiah the
energyE; with respect to the parametgy. Then, the covari-

easy to use, has readily available default input values lfor a

parameters, and it is applicable to a wide range of targdenuc

and incident neutron energies from about 1 keV to 150 MeV.
In the context of this project, three nuclear reaction medel

were adopted:

— Spherical optical model,

— Hauser-Feshbach statistical model, and,

— Exciton pre-equilibrium model.

These three models sufficiently well describe the physics of

nuclear reactions at neutron energies from 5 keV to 20 MeV for

the entire set of nuclei. The spherical optical model takes c

of the total cross sections and neutron elastic scattetiray,

Hauser-Feshbach statistical model describes the bulktlea

ance matrix defined in the context of the present work can b&Missions, and the exciton pre-equilibrium model deta#fom

identified readily with the theoretical covariance matiix,

features of fast particle emission at higher incident eiesrg

In the exp”cit notation, the elements of the cross section To bettel’ describe the m0de| parameters Considered in our

covariance matrix can be written as
q

di,k = Z Si <5P£ 5pm> Sk,m »
fm=1

()

wherein the covariance matrix of model paramet@sis di-

agonal, if model parameters are uncorrelated, as we assum

in the present work. Conveniently, the cross section cavasg
matrix can be separated into the diagonal terms - the crass s
tion variances , d; ; = ((dd;)?) - and the cross section corre-
lation matrix defined as

dik
Gk = y

Vdiin/de g
where the matrix elements lie, by definition, within the rang
—1<Gr <1

We note that the covariance matrix, likewise its correlatio

(8)

matrix, must be symmetric and positive definite. While the firs

requirement is easy to satisfy, the second is less transieane
means that
ZDZ' >0, (9)

for all non-zero real vector&. This condition is achieved by
ensuring that all matrix elements have positive valueg dlite
agonalizing them; otherwise, numerical rounding of eriars
the calculation and normalization procedure can lead torinc
sistencies, with the matric&snot satisfying Eq. (9). We care-
fully checked all cross section covariance matrices to ensu
positive-definitiveness.

* The cross section uncertainty (or standard deviation) lateé to the

variance viaAd; = \/a =1/ ((0d;)?).

e

calculations, we briefly and simply outline the nuclear tieac
models listed above. Then we discuss the model parameters
and their uncertainties.

2.2.1. Spherical optical model
The optical model for nucleon-nucleus interaction is tlaetst

ed . A . : .

Ing ingredient in calculating cross sections. This modievas

us to determine neutron elastic scattering as well as atisorp

cross sections and the transmission coefficients discustsrd

The spherical optical model potential usually is defined as

U(r, E) = =Vy(r,E) —iW,(r,E) —iW,(r, E) +

Vso(r, E)E - s+ iWso(r, E)C - 5. (10)

Here, all components are separate@hdependent well depths
and energy-independent radial parts according to

Vv == MJ(E)f(T; Rva av) ’

Wv = W’U(E)f(77 R’Ua av) )

d
W, = _4asWs(E)5f(T7 R, as) ) (11)
Vo=Vl B () L 0 B
SO — SO mﬂ’c r dr T7 S0 aSO b)
Wao = Weol ) () 2L 10, )
so = Wso mac - dr Ty Lisoy so) »



where the indices, s, and so refer, respectively, to volume- during the cascade. The initial configuration is determingd
central, surface-central, and spin-orbit potentials. Téven-  the nature of the projectile. Assuming that the pre-equiilin
factor is given by the frequently used Woods-Saxon shape systems develops only in the direction of increasing ercito
number, i.e., the “never-come-back” approximation, thevee

. L) = — . . -1
f(r;Risa;) = (L+exp[(r — Ri)/ai]) ™, (12) nient closed-form expression is obtained,
where the geometric parameters are the radius= r; A'/3 douy Wy(n, €)
and the diffuseness,, with A being the atomic mass number. 2 =g, Dy, ! , 17
g & 7 Zn: Wit () + A (n) 7

An=2
2.2.2. Hauser-Feshbach statistica model_ Lo whereD,, represents the depletion factdir (n, ) is the emis-
The decay ofthe_compound nucleusis descnbe_d in the frame§l0n rate for particlé with the energye, and Wi, (n) is the
wprk of the formalism of Hausgr—F_eshbach statistical m’Ode'total emission rate. A somewhat simplified form of the ingérn
with many open channels contributing to the decay. SChemattransition rate reads
cally, the cross section for a reactiant) that proceeds through 5
the compound nucleus (CN) mechanism can be written as AT (n) = %|M\293E2/(n +1). (18)

Oab = Uazribr. (13)  Here, g is the single-particle level density, and/|? is the
e average matrix element for the residual two-body inteoacti

Here,o, is the absorption cross section, and the ratio expresseRat often is parametrized through the nucleon mean-frée pa

the chance of emitting particlé relative to all other reac- (mfp), as we adopted also in our work.

tion channels. For simplicity, we suppress the notationamng

summation over the quantum numbers such as spin and parity,> 4 podel parameters

and integration over the energy. The decay width is given by £, the optical model, we used the recent parametrization

E-B. pe(E"T.(E — B. — E')dE' based on Koning and Delaroche’s [13] extensive analysis of

e :/O 27pen(E) ’ (14 spherical nuclei (or nearly spherical ones). The energynzansh

dependencies of potential parameters that were employed by

those authors are more flexible than those used in previous si

ilar analyses. This feature engenders a reasonable d&strip

of total and elastic cross sections, as well as elastic angul

— / i ici

€= B —Bc N B . Again, we droPped explicit reference to distributions for spherical nuclei across the periodidegabhe
spin and parity. Since all evaluations extend up to 20 Mevenergy range extends well above 20 MeV that we adopted as
sequential multi-particle particle emissions had to béuided

i th hbach calculati hich. i A the upper limit for the present work. In our calculations, we
In the Hauser-Fes oach caicu atlohs, which, in practioplies used results of Ref. [13] applying relative (multiplicatifactor)
an energy convolution of the multiple integrals of the tyge o

perturbations to the final values of the major parameters (po
Eq. (14).

tential depths, radii, and diffusenesses) thereby prasgihe
EMPIRE offers several models describing nuclear level den ! P ! m ) y presp

ities. We ad d the EMPIRE i h 51 th original functional dependencies. Table 1 lists the vadpt-
sities. €a opted the E-Specilic approac [. ] t a$ US€cal model parameters, along with their respective unceitai
the formalism of the super-fluid model below the critical iexc

: dth . del ab hi (3% or 5%), as determined by Koning from the Monte-Carlo
;tjatlo_n energy, and the Fermi gas model above this energy. Tr?nalysis. We note that we have used the spherical optica¢imod
ominant term is for all nuclei considered, including the deformed ones.ldab

p(E) o a'/* exp (2v/const- a) (15)  taple 1

Parameter uncertainties (in %) used in this work for the aptinodel:r -

where the level densi ram n lcul fromii : ) o )
ere the level density parametey,can be calculated from its radius,a - diffuseness} - real depth,WW - imaginary depth. The subscripts,
v, s, and w, respectively, denote real volume, real surface, and imagina

asymptotic valueg, as
a=a- [1 + f(U)éW/U] (16) surface. The superscriptsy = n +§ andnp=p + gﬂ refer to nucleon-
’ nucleus interaction.
The Eq. (16) accounts for the energy dependence of the level Ari9 A9 Arlg AV AW AW Adld Aal? AVP AWIP
density parameter th'at results from th_e cﬁsappearanceeof th 5 53 5 3 5 5 3 3 3 3
shell-correctiondWW with increasing excitation energy, as de-

where B, is the binding energy of particlein the compound
nucleus, is the nuclear level density, affd(e) represents the
transmission coefficient for particle having channel energy

scribed by thef function. lists the eight parameters relevant for the Hauser-Fe$hinad
the exciton model. This includes four nuclear level dengiy
2.2.3. Exciton pre-equilibrium model rameters for the former and two single-particle level disi

In the exciton model, the composite nucleus follows a sefor the latter, each estimated to be known within 10%. The two
ries of more and more complicated configurations wherein theemaining parameters, theray strength function and the mfp
excited states are characterized by the number of excited pdor the pre-equilibrium emission, are estimated to be known
ticles and holes (excitons) at each stage of the pre-equitib  within 20%.
cascade. Restriction to two-body interactions leads tctieh The Hauser-Feshbach statistical model is driven by nuclear
rules about the possible variation of the number of excitondevel densities, and the estimated global uncertaintieshfe

4



Table 2 o(Ei,p)
Parameter uncertainties (in %) used in this work for the Haksshbach Sij = S(Eiapj)T
and exciton modelsz - total level densityg - single-particle level density, Pj
J~ - gamma-ray strength functions, and mfp - nucleon mean-free i that can be viewed as the measure of the cross section respons
superscripts re.Ler tan = compound,fg = target,n2n = (n,2n) residue, 4, 1ha physically sensible variation of the model paramejer
np = (n,p) Ze;nu;tg Ty v — The above sensitivity equatic_)ns, .adopted t_hroqgh(_)ut the
present paper, assume that the linearity approximatioalid.v
10 10 10 10 10 10 20 20 This appears to be fairly reasonable assumption. Recent com
) ) parison with Monte Carlo approach, which does not suffer
related paramgters are based on a con§|derable experence g, the non-linearity effects, demonstrated that a lirer
cumulated while using EMPIRE code in neutron cross Secbroximation holds well for majority of cases [16]. Though,

tl_on evaluations for the ENDF/B'V”'Q library [3]'_ T_h's €EP  one has to be careful and consider non-linearity effectsnwhe
rience also was employed to determine uncertainties fagroth quality evaluations are performed for the limited amount of
model parameters. These estimates finally were validated q}‘nportant materials

randomly comparing the calculated cross section uncéigain
against the spread of experimental data; the correlatiomsg
model parameters were disregarded. This simplificationgs |
tified within the scope of this project, despite ignoring some
well-known physical constraints (e.g., the anti-corrielatbe-
tween the radiusr() and the real depthl{) of the optical
potential). Future work will quantify these correlatioasd in-
clude them in the analysis.

(20)

As an example, we discuss neutron reaction$’sh Fig. 2
shows the response of the (n,tot), (n,el), (n,abs),Xn(n;y),
(n,2n), and (n,p) cross sections to the variation of thedepth
(V.19) of the optical potential for the target. There are remark-
ably different levels of sensitivity for various reactiorend
strong energy dependencies. The sensitivities plottedgn2~
are cumulative, and combine effects resulting from thedieiat
(absorption) and outgoing (inelastic scattering) chasseice

) S both use the same optical potential. Figs. 3 and 4 depict in-
2.3. Cross section sengitivities

10" . . .

We undertook cross section sensitivity calculations by-con \[(n,abs) (n,el) (n.tot
sidering the uncertainties for 18 model parameters that con 107 e eSS ————
tribute most significantly to the major reaction cross seti [ T ]
Thus, (n,el), which is composed of shape- and compound- @ -"in ) """"
elastic cross sections, exhibits sensitivity primarilydal opti- —~ 102} 5 i
cal model parameters. In the elastic reaction channel th&-se = L"\—\ §
tivity is dominated by the imaginary optical model paramete © \_/_\
that determine creation of the compound nucleus. At the inci 104 } ) -
dent energies above about 10 MeV the pre-equilibrium emis- (n,p) 5(n,2n)
sion starts to play a role and its strength, determined by the 10° . . § .
nucleon-mean free path, becomes important. For (n,2n} reac 0 5 10 15 20

tions the sensitivity to nuclear level density parametsrdd-
cisive. In capture, in addition to most of the above paransete Incident Neutron Energy (MeV)
the sensitivities are driven by the gamma-ray strengthtfonc

The uncertainties of model parameters, summarized in Tafigure 1. Calculated®Y+n cross sections for different reaction channels.
bles 1 and 2, were adopted uniformly for all energies and all,. . L )
nuclei covered in the prepsent work. Tr)llese parametger unmcerta dividual contr|bu_t|ons of the two cha_nnels. The sahene_eiﬁﬁ
ties propagate into cross sections and define the diagonal mgeellz)\(/:v?n be ascribed to the perturbatior/{} are summarized

trix P. We note that model parameter sensitivities were studie H . h | exhibits hiah tivity: this i
already earlier [14] and were used to estimate uncertaifie € (ny) reaction channel exhibits hig sgnsmwty, t IS 1S
partially due to the very small cross sections (see Fig. 1)

some activation cross sections [15]. ; £ hich i . |
We quantify the effect of the perturbation of the model pa- or neutron captgre OFF'Y, which is a sémi-magic nucleus
(50 neutrons). Fig. 4 shows that the behavioSoFE, p) for

rameterp; on the cross section via the relative quantit » . . X
Pi q y (nyy) reflects the competition of the inelastic scattering to

o o (Ei,pj) — o (Ei,p;) the first excited states. These considerations can be eedend
S(Empj) - I (19) . . . ..
o(Ei, p) to the (n,p) reaction, which essentially presents verylaimi
whereo (E;, p) is the cross section calculated for the best (or behaviour.
default) set of parametegs= (p1,...,pj,...,p,), While — More detailed analysis shows that the dramatic sengitfit
" absorption at energies below 2 MeV is due to the neutron p-
o (Ei,pj) =o0(Ei;p1y...,p; £pj, ..., Dq) ; - :
O] By by Joro b wave strength function that rapidly changes with the stiteng
are the cross sections calculated with the value of the param of the real central potential.
eter p; perturbed by its expected uncertainty;. Then, the — The outgoing (inelastic scattering) channel is respde$dy
sensitivity matrix elemeng; ; is obtained as the high sensitivities at the (f)n(n,p), and (n,2n) thresholds.



The incoming (absorption) channel seems only to affect the . 1.0 - - -
sensitivity for scattering to the first excited levelSty. = (n,2n)
— It is remarkable that Fig. 3 reveals the presence of nodes@/ 05 | ]
(around 4 and 11 MeV) at which points the sensitivities to 2 ™
the V!¢ for all reaction channels converge. = L
— All sensitivities change sign several times between 0 @nd 2 Z’ 00 o
MeV. The immediate consequence of this behavior is that at g m,el) \(n ) ( nrf)
these zero-crossing points the real potential depth Leiogyt Py e ’ '
(even if arbitrarily large) will not contribute to uncentdy = -05¢} (n,p) s9v 4 '
. . (U n ,
in the cross section. < parametei/'s
__10¢ . . . ® 10 : : :
S . (n,abs) (n,2n) 0 5 10 15 20
‘@: 05} . ] Incident Neutron Energy (MeV)
é : (ny) /M Figure 4. Relative sensitivity of th€°Y+n cross sections to the:5%
‘n perturbation of the real deptﬂ/{fg) optical model parameter for neutrons
GC_) .................. resulting from the changes in the outgoing (inelastic scaiy) channel.
n (n,n)
o \(n tot) | pre-equilibrium emission mechanism dominates and the mfp
= ’ $9Y+n, parameter plays a major role. The effect of the radiativensfih
© parameteM}g function is practically constant sincg, enters both mecha-
o -1.0 1 1 1 nisms as a multiplicative factor.
0 5 10 15 20 06 . . .
Incident Neutron Energy (MeV) =
R 04 .
Figure 2. Relative sensitivity of th€°Y+n cross sections to the:5% §
perturbation of real deptti{’?) optical model parameter for neutrons. Plotted &2 (0.2
sensitivities show cumulative effects resulting from tharaes in the incident :E, g
(absorption) and outgoing (inelastic scattering) chasnel 2 0.0
o)
_10¢ : : . ® 02 -
= i =
N . (n,abs =
K i,( ) x© -04 .
g 05¢E e
2 7R ® 06 . . .
:E, 0 5 10 15 20
n 0 0 .
S Incident Neutron Energy (MeV)
0]
(] Figure 5. Relative sensitivity of thé€°Y(n,y) cross section to+3-10%
E, 05} (n1t0t) 80y T perturbation of the level densitya{9,ac™) and optical-model parameters
< +n, ¢ (Vvtg, stg), and to+20% perturbations of they-ray strength function )
a parametet/,? d the mfp in the pre-equilibrium model
[x_]_o . . ) an e mip In the pre-equilibrium modadel.
0 5 10 15 20
Incident Neutron Energy (MeV) 3. Calculations and discussion

Figure 3. Relative sensitivity of thé€°Y+n cross sections to the:5% 3.1. Calculations
perturbation of the real deptﬁ/fg) optical model parameter for neutrons
resulting from the changes in the incident (absorption)nclea
We calculated the neutron cross section covariances for 307

Finally, Fig. 5 illustrates the response of neutron-radéat isotopes (see Table 3) at 30 incident energies between 5 keV
capture or*?Y on the variation of the most important model and 20 MeV, considering the five reaction channels, totak-el
parameters. Two fundamental nuclear reaction mechanigms atic, inelastic, capture, and (n,2n). Altogether, 18 modebm-
clearly evident. In the energy region below abbditMeV, neu-  eters were varied. The results are fully based on model kealcu
tron capture is well described by the formation and decay ofions and while experimental data were not taken into adgoun
the compound nucleus. As expected, the nuclear level gensitve occasionally consulted them to check the quality of our re
parameterg“™ anda!? play an important role, along with the sults. This approach is in line with the scope of the low-figel
depths of the real volumE*? and imaginary surfacé’?Y com-  covariance project that aimed to produce consistently trode
ponents of the optical model potential. At higher enerdiles, based estimates for an extensive set of covariances.
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We note that cross-correlations were not considered, ereith  Fig. 6 also compares the calculated cross sections and un-
as the reaction-reaction correlations for a given mategalas  certainties with the Harvey's [17] high-resolution expeein-
the material-material correlations. This is widely coeset to  tal data. Due to the huge number of measurements in the EX-
be a reasonable assumption. In general, users are nottiegues FOR library, we avoided cluttering the plot by including wnl
cross-correlations except for a few important cases, wtiere this data. The optical model only predicts a smooth, avetage
cross-correlations do play a role. Thus, for major actigittee  behaviour, thus the comparison is meaningful only in the re-
cross-correlation between fission and capture reactionr&a gion lacking evident resonance-like structures. In thee azfs
is important as well as the material-material cross-cati®mh  °*°Fe, such conditions are reached at relatively high energies
due to the?**U(n,f) standard used in many measurements per>8 MeV. With this restriction in mind, the comparison is fa-
formed relative to this cross section. vorable and the predicted uncertainties apparently enassp
We obtained covariances for all materials included in thethe observed scatter of the experimental data. The caécllat
new ENDF/B-VII.0 library, apart from actinides and light-nu uncertainties probably are conservative (over-estimatelthe
clei. The large set of 307 materials can be divided into threavith the scope of this project. Fig. 7 graphs the relativeaunc
regions: structural materials, fission products, and heerns 30

fissile nuclei (summarized in Table 3). Such distinctionudtio i i i i
guide in selecting nuclear reaction modeling and parameetri Fe(n,tot)
tion. Although the scope of this project did not allow sucha & 20
level of complexity, it should be applied in future refinerten @
of our results. <b] 10
Table 3
List of 307 materials covered by BNL. It includes all materifilsm 1°F to 5
209Bj in the neutron sub-library of ENDF/B-VII.0. 10 T T T T

Materials Nuclei No. of isotopes

Structural 19F . natzp * 57 @

~ 10" }
Fission products 69Ga - 170Er 219 %
Heavy non-fissile nuclei”®Lu - 209Bj 31
10‘*‘0 R E
0.01 0.1 1 10

3.2. Discussion Incident Neutron Energy (MeV)

We first discuss a specific examp?éFe, for which detailed Figure 6. Relative uncertainties 6fFe(n,tot) cross sections obtained with
evaluations are available in several major evaluated data |"® EMPIRE-KALMAN method. Also shown are cross sections coragia
. . with selected experimental data [17].
braries. Then, we will proceed to a broader, yet very useful,

view of the massive amount of data that we have produced.

30 T T T T
3.2.1. Example - 5°Fe = *Fe(n,el)
We focus on the relative cross section uncertainties for & 20
56Fe+n, and start the discussion by showing our results. Then, @
we compare these findings with evaluations in the three major <b] 10
evaluated data libraries, ENDF/B-VI.8, JEFF-3.1, and JEND
3.3. 102 - - - -
Fig. 6 shows the relative uncertainties of the total cross se
tion on *°Fe. We note that the uncertainties tend to increase
at low energies. In particular, we point to the presence sf di &
tinct minima in the uncertainties, i.e., the most strikiegtures m 10" ¢
in Fig. 6. The latter structure is related to the oscillasian Y
the cross sections that, in turn, result from the interfeeeof L
the incident neutron wave traversing the nucleus with theswa 10° . . . .
which was scattered. This quantum-mechanical featuretis na 0.01 0.1 1 10
urally incorporated in the optical model. The widths and the Incident Neutron Energy (MeV)
positions of the cross section humps are directly relateti¢o
depth of the real potential well, and the nuclear radius. Figure 7. Relative uncertainties ®fFe(n,el) cross sections obtained with the

EMPIRE-KALMAN method. Also shown are also cross sections careg
* The ENDF/B-VII.0 library contains neutron cross sectiomsdlemental Zn.  with selected experimental data [18,19].
Considering future needs for isotopic evaluations, we pced covariances
for a full set of Zn isotopes?+:66,67,68,707p, tainties of neutron elastic scattering cross sectionsgalith



selected experimental data [18,19] above 1 MeV. Not unex- 30 - -
pectedly, the uncertainties have the same oscillating:tstrel .
as does the total cross section, since the same optical modelS 20}  5Fe(n,2n)

governs both. m
In Fig. 8, our results for the inelastic scattering are shown % 10
3 s

The optical model oscillations still are seen although timexzh
attenuated by the presence of the statistical mechanist tha
tends to wash-out the effect of wave interference in thegbso 1.0 T T

tion cross section. The uncertainties increase at thehbles w 08}
region and at energies above 10 MeV, while at energies betwee % 06 HH
1 and 10 MeV they generally are lower thado. The uncer- o | 1
—~ 04} i
30 T T ':'_é,
. . 0.2} .
—_ %Fe(n,inl)
S 20t 0.0 .
o 5 10 20
5 10 | Incident Neutron Energy (MeV)
Figure 9. Relative uncertainties 6fFe(n,2n) cross sections obtained with
- - the EMPIRE-KALMAN method. Also shown for reference are cresstions
and selected experimental data [24,25,26].
8 1O+0 | ‘11 .‘%% | 60 T T T T
m R 3 — 56 -
: m
10—1 i 1 &) 20
1 10 <
Incident Neutron Energy (MeV) 10'°
Figure 8. Relative uncertainties 6fFe(n,f) cross sections obtained with 107
the EMPIRE-KALMAN method. Also shown for reference are alsoss o)
sections and selected experimental data [20,21,22,23]. 5 102
tainties of the (n,2n) reaction (Fig. 9) are essentially dlat- 5 10° L
side the threshold region. We note that the experimentaiscro 3
sections fall within the calculated error band, and theaabi 10* . .
model’s oscillations are not visible. 1 10
Fig. 10 summarizes the results for the capture cross section Incident Neutron Energy (MeV)

by showing uncertainties as well as the calculated cross sec

tions along with the experimental data. Certainly, the daked Figure 10. Relative uncertainties 6fFe(n;y) cross sections obtained with
capture cross sections cannot reproduce the experimemtal f| the EM_PIRE-KA!.MAN method. Also shown are cross sections dralhigh
tuations observed in the high-resolution experimentsio@ld ~ "eselution experimental data [27,28,29]

MeV. Therefore, the uncertainty-@0%) should be interpreted .tions undertaken for the three major nuclear data librafes

as an average over the broader energy range and not the pO'Pé'sults are given in the point-wise form that includes 30gyne

wise form. As expe_cted, L_mcertc_eunUes_ r_|se_above 1 Mey. points above 5 keV. We extracted the results from the evadlat
Nuclear apphcatlons, |_ncluo!|ng crltlcall_ty safety, raqu libraries with the Los Alamos code NJOY and processed them

neutron covariance matrices in the multi-group representg . 44-energy group representation. We note that onlya i

tion. These are just the averages of the point-wise cowzgian ited number of groups in this representation overlap with ou

matrices, i.e.{5o(E) do(E")), over union groups I, J, energy range of 5 keV - 20 MeV. We also point out, that pos-
itive correlations decrease the multi-group uncertasniielow
// ¢(E)$(E")(00(E) 60 (E"))dEAE' the point-wise values.
(001 b0 y) = L , (21) Fig. 11 compares our results dfFe(n,tot) cross section
/I/qu(E)qb(E')dEdE' uncertainties with those in the ENDF/B-VI.8, JEFF-3.1, and

JENDL-3.3 evaluations (the latter in the 44-energy groygpeae
where¢(E) is the flux “model” assumed for the multi-group sentation). As expected, our uncertainties are generaglyeh
calculations. It is useful to compare our model-based gess than the multi-group results from other libraries, partticly
tion uncertainties, e.g., fo¥Fe + n, with multi-group evalua- in the lower energy range. This discrepancy can easily be ex-

8



30 L

plained. First, contrary to the regular evaluations, otinestes ' present Work
do not explicitly use the experimental data and rely aimgst e 25 | ENDF/B-VI.8 «eeeeeees
clusively on model calculations employing global paransete ‘ JEFF-3.1
Sensitivity to the optical model parameters is particylaith S 20 1 Fe(n,inl)  JENDL-3.3 ===
2 1 1 o 154 §i ]
20 present work % 3 |—|_
ENDF/B-VI.8 -wweeeeess < i I—I -

[EEN
a1

%Fe(n,tot) JEFF-3.1 :

8\0/ JENDL-3.3 ====mm
w 10 4 : 0 T r .
z]b’ 0 5 10 15 20
5 Incident Neutron Energy (MeV)
Figure 13. Relative uncertainties 8fFe(n,f) cross sections compared to
0 T T T three major nuclear data libraries. The present resultsratke point-wise
0 5 10 15 20 form, while the other data are in the 44-energy group reptaten.

Incident Neutron Energy (MeV) was totally ignored in our estimates. We reiterate that ted

Figure 11. Relative uncertainties 8fFe(n,tot) cross sections compared to &M underlying out the present work was to provide a complete

three major nuclear data libraries. The present resultsratbe point-wise ~ Set of approximate covariances derived from the globalearel

form, while the other data are in the 44-energy group reptatien. model calculations. Finally, in Fig. 15 we compare cross sec
at low energies, and this translates into high cross section 40 . . .
certainties. Accidentally, these higher uncertaintiesioin the 35 | Eﬁgﬁfgt\‘/"l’%rk_
region where cross sections fluctuate due to resonance struc 3 | ) JEFF-3.1
ture. Therefore, a big uncertainty is not unreasonable velsen S o5 | Fe(n,2n)  JENDL-3.3 =emmmm:
cribed to the smooth optical model’s cross section thatiegd =~
fluctuating reality. On the other hand, true evaluationsdten Y 20 A e |
to reproduce experimental structure, and thus are muclerclos '<°| 15 - i
to the reality than optical model’s predictions. This acusu 10 -
for much lower uncertainties reported in the national lites 5 4
Generally, uncertainties should be low whenever a wealth of 0 : . : ;
experimental data are used in the evaluation. 10 12 14 16 18 20
20 L L L Incident Neutron Energy (MeV)
present work:
56 ENDF/B-VI.8 -ureeeeee Figure 14. Relative uncertainties 6fFe(n,2n) cross sections compared to
— 15 4 Fe(n’el) JEFF-3.1 [ three major nuclear data libraries. The present resultsratbel point-wise
g\c’/ JENDL-3.3 === form, while the other data are in the 44-energy group reptaten.
% 107 I—I_I_I_I_l [ tion uncertainties for theéFe(n;y) reaction. The results are in
< igeeeed I_'[ acceptable agreement in view of the multi-group representa
S 1 ; i i tion. In particular, we noted the same energy behavior dsan t
EL JENDL-3.3 library. This confirms our previous finding of rea-
0 T T T sonable agreement between our evaluations and that ofsother
0 5 10 15 20 whenever little experimental evidence is available forlysia.

Incident Neutron Energy (MeV)
_ _ S ' 3.2.2. Materials from 19F to 2%9Bi
Figure 12_. Relative uncert_amtlgs 6fFe(n,el) cross secnons_ cor_npar_ed to To present the overall picture of our results, we plotted-con
three major nuclear data libraries. The present resultsratbel point-wise t . inale fi f the full set of lei th Hi
form, while the other data are in the 44-energy group reptatien. ours in a_S|r_1g € hgure 0 € u_ Sset or nucier over the an ”‘.
range of incident energies studied. These plots show velati

Figs. 12 and 13 illustrate further comparisons betweenimult cross section uncertainties represented by differentgdimm
group evaluations and our results. Except for the low energ®% shown in black to 100% shown in yellow. Using these plots,
region, our findings for elastic and inelastic scatteringarn  we depict in Figs. 16-20 the relative cross section unaertai
tainties agree reasonably with other evaluations. In eshtr ties for the major reaction channels. The x- and y-axes,refer
uncertainties for the (n,2n) reaction channel are stroogér-  respectively, to the mass numbers of the complete list of 307
estimated throughout the whole energy range (Fig. 14). Thisnaterials, and to all incident neutron energies.
simply reflects the fact that the extensive experimentakint- Figs. 16 and 17 show total and neutron elastic scattering
tion on the®®Fe(n,2n) reaction, which drove other evaluations,channels. For both, exceptionally high uncertainties ated
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80 ! : present W(I)I’k set of nuclear reaction models to describe cross sectiansab

70 A Fe(N)) ENDFE/B-VI.8 -eeeeem - 5 keV. Third, we adopted uniform model parameter uncertain-

60 - JEFF-3.1 : ties for all energies and all nuclei. Fourth, we almost efir

50 - JENDL-3.3 -=---~ | ignored experimental cross section data, assuming thatethe
I—I_I_I—l_I

fault set of EMPIRE parameters already describes most of the
cross sections well. These assumptions represent an sbviou
simplification and hence an obvious limitation in our cosade
estimates. Clearly, in future, one should make a step fatwar
i and consider several regional sets of models, severalrmalgio
T T sets of parameterization and perform at least basic compari
10 15 20 son with experimental data. In view of these simplifications
Incident Neutron Energy (MeV) our covariances should not be associated with the official U.
evaluated library ENDF/B-VII.O, which strives to keep itgin
Figure 15. Relative uncertainties 8fFe(ny) cross sections compared to reputation of including quality data only.
three major nuclear data Iibrar?es. The present resultsratlaei'point-wise An obvious request for comparison with other covariance li-
form, while the other data are in the 44-energy group reptagen. braries cannot be satisfied in vast majority of cases. Thsorea
is that such libraries do not exist. Major evaluated nuctear
ction data libraries contain very limited amount of coande
"Yata. For example, the new US library ENDF/B-VII.O, relehse
in 2006, has complete covariance data for only 13 out of 393
materials. However, these data were obtained by more sophis
ticated methods, the most important difference being in due
consideration of nuclear properties of each material arttia
inclusion of experimental data.
9 Despite the above limitations, it should be noted that our re
sults are already finding use in practical applicationsglodte-
yond the original scope of the low-fidelity project (deveaiognt
and testing of computational tools for nuclear criticatifety).
The most striking example is the well-known ORNL reactor
licensing code SCALE-6 [30]. Its latest release [31] addpte
the covariance estimates for more than 200 nuclei reponted i
the present work, supplemented with ORNL low-fidelity esti-
mates for energies below 5 keV. These combined low-fidelity
data serve as welcome addition to covariance data adopted by
; . . SCALE-6 from major evaluated data libraries for a small num-
note an isotopic effect represented on the plot by vertinasl ber of the most important materials. Even though our covari-

of 'c:i.|ffe;((a)nt mtensmes. th wainties for th ¢ ¢ ance results represent simple estimates, SCALE-6 valitati
9. <0 summarizes the uncertainties for the neutron captul, i aiag that they are useful provided the related masedia
cross sections. Relatively good precision is achievedwagro

. 2T ) A not play dominant role in the system under consideration.
energies, but the uncertainties increase with the incident play y

tron energy. Above 10 MeV, capture cross sections represent

such tiny fraction of the absorption that the model-prestict 4 conclusions and outlook
uncertainties exceed 50%. We stress that this result is nlye o
to the propagation of uncertainties in the model parameieas
does not include numerical (rounding) errors. The lattgr-su
posedly are not a major issue for capture reactions below 2
MeV, but are known to create problems in thea(nreactions
close to thresholds.

Ao(E) (%)

for nuclei between Xe and Eu at incident energies below 10
keV. This effect might be traced to the structure observed i
the s- and/or d-wave neutron strength functions. For these t
reaction channels, we also note very similar patterns ctera
ized by regions where the uncertainties are particularlgllsm
These intriguing structures are derived from the positibtne
minima discussed in the case ¥Fe (see Figs. 6 and 7).

In Fig. 18, we summarize the neutron inelastic scatterin
by providing a contour plot for the complete list of matesial
Inelastic scattering is the threshold reaction; hencekatalor
at below thresholds reflects perfect knowledge of the zeyescr
section. Some deviations from this pattern can be explaiyed
metastable targets wherein the threshold for inelastitesozg
is zero. At intermediate energies some structure is obderve
while, at the highest energies, as the cross sections dethia
model’s predictions become poor (shown as yellow areas).

Fig. 19 exhibits the cross section uncertainties for th2nn,
reactions. The relative uncertainties basically are flat,viee

We applied the EMPIRE-KALMAN method to produce a
imple, yet consistent set of estimates of fast neutronrcovee
r 307 materials, from?F to 2°Bi, included in the ENDF/B-
VII.0 library. Our results are based on model calculationd a
depend on the assumed uncertainties of the model parameters
Experimental data were used only globally and approxi-
3.2.3. Limitations of the covariance estimates mately to ensure that our calculated cross section unngdsi
The global approach adopted in the present work, whictwere reasonable in comparison to the spread of the measure-
turned out to be so important for mass production of covariiments. We used the same global set of model parameters and
ance estimates, has its natural limitations. First, we ubed their related uncertainties for all 307 nuclides. The dal®d
uniform definition of the fast neutron region and performed e cross sections and their uncertainties often deviate frioen t
timates for energies above 5 keV assuming that this suitablgvaluated ones derived from experimental data. This iditie |
represents both the unresolved resonance region and the fatation of our global approach. Hence, our covariances lshou
neutron region for each nucleus. Second, we used a simplifietbt be associated with the ENDF/B-VII.0 library.
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Figure 16. Relative uncertainties for the total cross sestion 307 materials obtained with the EMPIRE-KALMAN methodhe fast neutron energy region.
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Figure 17. Relative uncertainties for the elastic crossies on 307 materials obtained with the EMPIRE-KALMAN methadhe fast neutron energy region.

The present results confirm previous notions about the-strucertainties at certain energies. Mass dependence of thgiene
ture of the uncertainties plotted as a function of incider@rgy  at which these minima occur is most likely responsible fer cr
and mass number (atomic number dependence also might laéing the characteristic patterns in Figs. 16 and 17.
possible). In particular, we note very similar patternsested In the future, we intend to address the intriguing structure
in the total and elastic channels. A reflection of these padte observed in cross section uncertainties and determindyts-p
also is found in the inelastic channel. The (n,2n) and capturical background. Initial results already are available][32
channels do not seem to be affected by the structure seen inWe consider that our results can be used as a useful starting
the total and elastic channels. Instead, they display shage  point for any future work in producing neutron cross section
fluctuations as a function of mass number. High and low uncovariances. Such an effort would be a step forward in using
certainties alternately produce vertical lines on thepl8ince  more refined modeling, e.g., local parametrization rathant
all nuclei were treated on the same footing using the same sétat of a global model, and more explicit use of experimental
of models and default set of parameters, it should be passibdata.
to explain the patterns in terms of the physics underlying ou
calculations. For example, the structure showing up in the t
tal and elastic channels arises from the optical model, amd w
understand the origin of deep minima in the cross section un-
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With the growing demand for multigroup covariances, the National Nuclear Data Center (NNDC)
has been experiencing an upsurge in its covariance data processing activities using the two US
codes NJOY-99 (LANL) and PUFF-IV (ORNL). The code NJOY-99 was upgraded by incorporating
the new module ERRORJ-2.3, while the NNDC served as the active user and provided feedback.
The NNDC has been primarily processing neutron cross section covariances on its 64-bit Linux
cluster in support of two DOE programs, the Global Nuclear Energy Partnership (GNEP) and the
Nuclear Criticality Safety Program (NCSP). For GNEP, the NNDC used NJOY-99.259 to generate
multigroup covariance matrices of °Fe, *Na, 2*°Pu, 2**U and **®*U from the JENDL-3.3 library
using the 15-, 33-, and 230-energy group structures. These covariance matrices will be used to test a
new collapsing algorithm which will subsequently be employed to calculate uncertainties on integral
parameters in different fast neutron-based systems. For NCSP, we used PUFF-IV 1.0.4 to verify the
processability of new evaluated covariance data of *Mn, 23°Pu, 233U, 235U and 2*®U generated by a
collaboration of ORNL and LANL. For the data end-users at large, the NNDC has made available a
Web site which provides a static visualization interface for all materials with covariance data in the
four major data libraries: ENDF/B-VI.8 (47 materials), ENDF/B-VIL0 (26 materials), JEFF-3.1

(37 materials) and JENDL-3.3 (20 materials).

I. INTRODUCTION

The nuclear data community has seen renewed inter-
est in neutron cross section covariances in recent years.
This has been largely driven by DOE-initiated programs
such as the Nuclear Criticality Safety Program (NCSP),
Global Nuclear Energy Partnership (GNEP), Generation
IV (Gen-IV) reactor systems studies and the Advanced
Fuel Cycle Initiative (AFCI). In these programs, the ur-
gent and compelling need to reduce uncertainties in the
nuclear data being used to meet target accuracies can-
not be overemphasized. This revival already resulted in
improved methodology for the generation of covariance
data, mostly as a consequence of the utilization of ad-
vanced nuclear modeling and information merging tech-
niques, followed by sample covariance evaluations for the
new US library ENDF/B-VILO [1].

In the GNEP initiative, availability of covariances is
crucial to the generation of a multigroup adjusted library,
using a statistical adjustment method, to be used in ad-
vanced fast reactor design calculations. Emphasis is on
fast, metal-cooled actinide burner reactors which would
address GNEP non-proliferation objectives and also pro-
duce energy from recycled nuclear fuel.

In the NCSP, computational tools are being developed
and tested, requiring an extensive amount of covariance
data for all materials in the evaluated data libraries. BNL
through NNDC is a member of a network of national lab-
oratories mandated to produce nuclear data covariances
which will meet the needs of criticality safety applica-

*Electronic address: arcilla@bnl.gov

tions. In addition, NNDC serves as the linchpin for the
NCSP nuclear data efforts at the other three national
laboratories: LANL, ORNL and ANL.

The ENDF covariance files contain covariances of
energy-dependent cross sections, as well as the covari-
ances of resolved resonance parameters. On the other
hand, end-users working in neutron-based applications
usually require the covariances of multigroup-averaged
cross sections, as input, for example, to sensitivity and
uncertainty calculations. It is the job of processing codes
to generate the required multigroup information from
the energy-dependent data in the ENDF files. Advances
in the processing codes and computer technology have
placed in the hands of nuclear data centers, evaluators
and end-users alike the unprecedented capability to gen-
erate multigroup-averaged covariances for use in neutron-
based applications. This combination of factors has con-
tributed to the upsurge in covariance processing activities
in recent years.

In the succeeding sections, we will first describe the ad-
vances in the two US covariance processing codes, NJOY-
99 and PUFF-IV. Then, we will discuss our results and
experience in using these codes. We note that the NNDC
is probably the only laboratory actively using both codes
for covariance processing and thus in the best position to
provide considerable feedback to code developers.

II. ADVANCES IN THE PROCESSING CODES
A. LANL code NJOY-99

For many years, the LANL code NJOY-99 [2] has had
the capability to process ENDF covariance data from File
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31 (nubars) and File 33 (cross sections) with the ER-
RORR module, including limited capabilities to process
File 32 (resonance parameters). Recently this module
was extracted from NJOY, and an improved version, ER-
RORJ, was created by Go Chiba, JAEA [3]. ERRORJ
expanded upon ERRORR to include processing of re-
solved resonance parameters in the Reich-Moore formal-
ism (File 32), angular distribution (File 34) and energy
spectra (File 35) covariance data.

A preliminary merge of ERRORJ-2.3 into NJOY-99
was performed in 2006 prior to the release of ENDF /B-
VII.0. More recently, NJOY-99.259 with fully incorpo-
rated ERRORJ-2.3 was officially released to the user
community.

A suite of five test problems were executed to ver-
ify that ERRORJ was correctly merged into NJOY-99.
Two of these problems are from the historical NJOY
test suite available at http://t2.lanl.gov/codes/NJOY-
99/index.html. The first of these test problems processes
ENDF/B-V 235U File 31 and File 33 data. The sec-
ond problem processes ENDF/B-V "%C File 33 data,
including execution of the COVR and VIEWR modules
to produce covariance plots. The output files generated
by NJOY-99.259 were identical to those produced by ear-
lier NJOY-99 versions that contain the original ERRORR
module.

In addition, three new test problems were developed by
Go Chiba. These require processing of various JENDL-
3.3 neutron files. The first problem processes covariance
data from 238U Files 31, 33, 34 and 35. This job fol-
lows the usual sequence of producing Doppler broadened
pointwise data with the RECONR and BROADR mod-
ules. These data are then group averaged with GROUPR
prior to executing the ERRORJ module. The second
new test problem only uses RECONR and BROADR be-
fore executing ERRORJ, thereby testing the capability to
produce the necessary group average data to then pro-
cess Files 31 and 33. Again, the JENDL-3.3 238U file
provides the basic nuclear data input. The final new
test job processes the three major actinides, 23%:233U and
239Pu. Pointwise, room temperature data are created
using the RECONR and BROADR modules which is
subsequently group-averaged with GROUPR. The three
GROUPR output files are merged onto a single tape with
MODER and ERRORJ is executed to process file 233U
including cross material covariances for MT18 (the fis-
sion cross section) with 235U and 23 Pu. The output files
created by NJOY-99.259 agreed well with those provided
by Go Chiba with only occasional differences observed in
the least significant digit of various output quantities.

Additional visualization capability for covariance ma-
trix data is still required. Covariance matrices devel-
oped from Files 31 and 33 only may be visualized using
the COVR and VIEWR modules; a limitation consistent
with the processing capability of the original ERRORR
module. Visualization of File 34 and File 35 derived ma-
trices remains a future option.

B. ORNL code PUFF-IV

In early 2006, PUFF-III had only limited capabilities
to process the resonance parameter covariance data (File
32) of the new ENDF/B-VII.O library. To address this
deficiency, ORNL completely rewrote PUFF-III in For-
tran 90 and released PUFF-IV which has the built-in
capability to fully process ENDF/B-VILO File 32 data in
the resonance region. This made PUFF-IV the only code
at the time which could handle both the Reich-Moore
ENDF-6 format for resolved resonance parameters and
the new ENDF-6 “compact” covariance format.

An important new feature in PUFF-IV is the capability
to process ENDF data files which do not contain File 33.
PUFF-1IV will automatically recognize which covariance
data (File 31, 32, and/or 33) are present and process
them according to user input specifications.

We note that while NJOY-99 uses numerical methods
for calculating resonance sensitivities, the PUFF-IV code
uses analytical methods. These sensitivities are needed
to determine cross section uncertainties and correlations.

In early 2007, ORNL released an upgrade for PUFF-1V
from 1.0.3 to 1.0.4. Among the many improvements was
the resolution of the “step-size underflow” problem which
would lead to the generation of “0.0” cross sections in
cases wherein the user supplied an energy group structure
having boundaries not monotonically increasing.

In April 2007, new ORNL-LANL covariance evalua-
tions of 233:235.2381] and 239Pu were released to the nu-
clear data community for testing. These evaluations were
stored in huge data files due to their large resonance
parameter covariance matrices which required unprece-
dented amount of PUFF-IV processing time. To address
this issue, ORNL overhauled PUFF-IV’s matrix multi-
plication modules to take advantage of the efficiencies in
the Basic Linear Algebra Subprograms (BLAS) routines
when available on a computing system. As a result, sig-
nificant reduction in processing time was achieved as re-
ported by D. Wiarda [4]. However, the latest version has
not yet been released for distribution through RSICC.

To date, PUFF-IV still cannot process the covariances
of angular and energy distributions of secondary neutrons
(File 34 and File 35) as well as covariance data for the
production of radioactive nuclei (File 40) [5].

III. PROCESSING COVARIANCES FOR GNEP

As part of the data adjustment project, the GNEP
core group headquartered in Idaho National Laboratory
has been conducting rigorous testing on the validity of a
new algorithm which allows collapsing an integral param-
eter’s fine-group (reference) covariance data to a coarse
group while preserving the uncertainty calculated in the
fine group structure. For the integral parameters to be
used in the investigation, they used: 1) the neutron mul-
tiplication factor (k.ss) in different fast neutron systems
with different fuels, coolants and reactivity coefficients,
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FIG. 1: Generation of multigroup covariance matrices for
%6Fe, *Na, 2*°Pu, 2*U and ***U using NJOY-99.259 and
15-, 33-, and the 230-energy group structures. Evaluations
were taken from JENDL-3.3.

and 2) reactivity coefficients [6]. These tests will help
INL to asses whether the use of the collapsed matrices
will have an impact on the statistical adjustment proce-
dure.

To enable the GNEP core group to conduct the tests,
NNDC provided them with multigroup covariance ma-
trices of 5%Fe, 23Na, 239Pu, 25U and 238U generated by
NJOY-99.259 from the JENDL-3.3 library using the 15-,
33-, and 230-energy group structures and the constant
weighting function. Fig. 1 shows a general schematic di-
agram on the flow of processing. The 230-energy group
structure served as the reference group representation in
the study. Furthermore, the processed covariance matri-
ces covered the five reaction channels of interest: elastic,
inelastic, (n,2n), fission, capture, and total for redun-
dancy.

The processed covariance matrix files are by default
voluminous because of the generation of cross correlation
matrices for every combination of reaction types available
for an isotope. To address this issue, the COVR mod-
ule in NJOY-99.259 was used to confine the generation
of plots and numeric data files to include only the five
reaction types of interest to GNEP.

IV. PROCESSING COVARIANCES FOR NCSP

NNDC provides technical support to the Critical-
ity Safety Support Group. As the U.S. clearing-
house for nuclear data we are tasked to check the
processability and completeness of covariance data
files before they are stored in the ENDF/A repos-
itory, see http://www.nndc.bnl.gov/exfor/jweb/ENDEF-
A /complete -evaluations/.

In late 2007, NNDC began processing new ORNL-
LANL evaluations of 233:23%:2387J and 239Pu with NJOY-
99 and PUFF-IV. The new evaluated data files were the

4.0
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FIG. 2: Relative uncertainties in 2%°U fission cross section
processed by PUFF-IV in the 15-energy group structure.
ORNL supplied resolved resonance and URR data, while
LANL covered fast region. Shown are various stages of the
evaluation process, the final result being in red. Also shown
is the thermal pointwise value [7].

largest ever received by the NNDC because they con-
tained huge covariance matrices of resonance parameters
(File 32). For instance, the 225U File 32 contained more
than 21 million lines resulting in a file size of 1.7 GB. As a
consequence, NNDC had to modify the ERRRORJ mod-
ule in NJOY-99.259 to successfully process 2332387 and
239Pu but failed with 235U. On the other hand, PUFF-IV
1.0.4 was able to successfully process all of these materi-
als but required an enormous amount of computer time.
For instance, it took our Linux cluster (3.2-GHz Intel
Xeon, 4GB RAM per CPU) 29 hours to process 235U
using the 44-energy group structure and the 1/E weight-
ing function.

In March 2008, NNDC received from ORNL updated
covariance evaluations of 23%:235:2387J and 23°Pu with File
32 data converted into File 33 using a method developed
at ORNL. As a result of the conversion, the data files
were significantly smaller than the immediate preceding
evaluations and thus were more manageable and much
faster to process with PUFF-IV.

To roughly assess the impact of the conversion, we
compared the uncertainties of the File 32 with that of
the original (unconverted) data file. Figs. 2 and 3 show
the comparison plots for 235U and 23°Pu fission cross sec-
tions. Observed discrepancies should be attributed to
changes in the evaluations rather than conversion. The
processing washed out fine details, requiring some cau-
tion when comparing group-wise uncertainties with the
pointwise values at the thermal energy taken from S.
Mughabghab 2006 [7] .

In Fig. 2, the purple curve represents the LANL eval-
uation of 235U fission cross section uncertainties in the
fast energy region. This was integrated with the ORNL
covariance evaluation in the resolved and unresolved res-
onance regions as shown by the blue curve. To address
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FIG. 3: Relative uncertainties in 2**Pu fission cross section
calculated by PUFF-IV using the 15-energy group structure.
See also the text in Fig. 2.

the file size issue, ORNL converted the File 32 covari-
ances, after some improvements in the evaluation, into
the File 33 shown by the red curve. The final covariance
data file was verified by the NNDC for and included in
the ENDF/A library.

As shown in Fig. 3, the evaluation of 2*Pu fission cross
section uncertainties underwent the same series of stages.
LANL performed the evaluation for the fast energy re-
gion (purple curve), ORNL handled the evaluation for the
resolved and unresolved regions and then integrated the
LANL and ORNL evaluations (blue curve), and ORNL
converted File 32 data into the File 33 representation
(red curve) to reduce the file size. The final covariance
data file was verified by the NNDC and included in the
ENDF/A library.

Wiarda and Leal [4] emphasized that great care must
be taken in selecting the energy group structure to use
in the conversion process in order to achieve good agree-
ment. For a detailed description of the impact of the
conversion process on multigroup covariances, see Ref.
8]
NNDC also processed with PUFF-IV 1.0.4 a new eval-
uation of 3Mn from ORNL in March 2008. 3*Mn is an
important material from the point of view of the criti-
cality safety of reactor fuel stored in thick stainless steel
(constituents Fe, Ni, Cr, Mn) cans or inserts. Covari-
ances for this material were subject to past and also re-
cent interest, providing a rare possibility to compare a
rich variety of existing covariance results.

Shown in Fig. 4 are plots of the relative uncertainties
of 3*Mn neutron capture cross sections. In the process-
ing, we used the 44-energy group structure and the 1/E
flux. Presently, the new high-fidelity evaluation contains
covariance data in the resolved resonance region (ORNL
2008), while the evaluation by BNL/KAERI represents
an intermediate quality result in the entire energy re-
gion. To determine the significance of these new results,
we compared them with the recent low-fidelity estimate

**Mn(n,y) ,lr

44 groups, 1/E flux

100
| JENDL-3.3 (2002)

Low-Fidelity 2008

Relative Standard Deviation (%)

J BNL/KAERI 2008
10 | |
| ORNL 2008
™\ Mughabghab 2006 ‘__l_i
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FIG. 4: Relative uncertainties in 5°*Mn capture cross section
processed by PUFF-IV using the 44-energy group structure
and 1/E flux. Recent evaluations are marked as Low-Fidelity
2008, followed by the intermediate quality BNL/KAERI 2008,
and the new high-fidelity ORNL 2008. Shown for comparison
are legacy evaluations in ENDF/B-VI.8, adopted by IRDF-
2002, and JENDL-3.3.

by ORNL-BNL. Legacy evaluations from ENDF/B-VL.8,
IRDF-2002 and JENDL-3.3 are also shown to illustrate
the impact of new data and new evaluation techniques
and methods on uncertainty estimation and analyses.

V. COVARIANCES WEB PAGE

For the last few years, there has been a frequent re-
quest from the data end-users at large for a capability
to enable a quick glance of available covariances in the
nuclear data libraries. In response to such a request, the
NNDC developed a Web page which provides a static
covariance data visualization interface for the four ma-
jor evaluated nuclear data libraries: ENDF/B-VI.8 (47
materials), ENDF/B-VIL.0 (26 materials), JEFF-3.1 (37
materials) and JENDL-3.3 (20 materials).

To build this Web page, NNDC processed with NJOY-
99.259 all materials which have covariance information
using constant flux in the 44- and 187-energy group struc-
tures. Fig. 5 depicts the flow of the processing. Plots
of relative uncertainty (%) versus incident neutron en-
ergy (eV) and their associated correlation and cross cor-
relation matrices were generated and posted on the Web
page.

The above covariance Web page should be viewed only
as a stop-gap solution. It is intended as a precursor to
the dynamic visualization capabilities to be provided by
the Sigma ENDF Retrieval and Plotting System. This
new Web interface will provide powerful but easy-to-use
viewing functionalities such as the ability to view uncer-
tainties and covariance matrices directly from any text
file [9]. In the near future, data end-users will be able
to view unprocessed File 33 (cross sections) covariances
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FIG. 5: Processing of covariance data from the four major evaluated nuclear data libraries using NJOY-99.259. The constant
flux and the 44- and 187-energy group structures were used. For each reaction channel, plots of relative uncertainty versus
incident neutron energy and their associated correlation and cross correlation matrices can be accessed.

and later also File 32 (resonance parameters) covariances

where pre-processing would be necessary.

~—

VI. CONCLUSION

With the recent advances in the processing codes,
NJOY-99 and PUFF-IV have proven to be invaluable
tools in generating multigroup uncertainties and corre-
lation matrices for use in DOE-initiated programs such
as GNEP and criticality safety. In the development of
the first extensive covariance Web page, NJOY-99 pro-
vided the processing and plotting capabilities to build a
static covariance data visualization interface for the ma-
jor evaluated data libraries.

Active use of these two US codes by the NNDC ap-
peared to be crucial in checking and verifying new covari-
ance evaluations. In this process we also provided consid-
erable feedback to code developers. Close collaboration

between the NNDC and the processing code developers
will remain to be an important element in the current
US effort to develop new covariances, with the ultimate
goal being their inclusion into the future ENDF/B-VIIL.1
library.

Acknowledgments

We would like to acknowledge the kind assistance pro-
vided by Dr. Go Chiba in the use of ERRORJ-2.3. Great
appreciation should also be accorded to Dr. Dorothea
Wiarda for her invaluable assistance in running and mod-
ifying PUFF-IV.

The work at BNL has been performed with support
from the Office of Nuclear Physics, Office of Science of
the U.S. Department of Energy under Contract No. DE-
AC02-98CH10886 with Brookhaven Science Associates,
LLC.

[1] M.B. Chadwick et al., “ENDF/B-VIIL.0: Next Generation
Evaluated Nuclear Data Library for Nuclear Science and
Technology,” Nucl. Data Sheets vol. 107, p. 2931, 2006.

[2] R.E. MacFarlane and D.W. Muir, The NJOY Nuclear
Data Processing System, Version 91, Report LA-12740-
M, October 1994.

[3] Go Chiba, ERRORJ: A Code to Process Neutron-nuclide
Reaction Cross Section Covariance, Version 2.3, Report
JAEA-Data/Code 2007-007, March 2007.

[4] D. Wiarda, G. Arbanas, L. Leal, and M. Dunn, “Recent
Advances with the AMPX Covariance Processing Capabil-
ities in PUFF-IV,) see this issue of Nuclear Data Sheets.

[5] D. Wiarda, M. Dunn, “PUFF-IV: A Code for Process-
ing ENDF Uncertainty Data into Multi-Group Covariance

Matrices,” Report ORNL/TM-2006/147, October 2006.

[6] H. Hiruta et al., “Few Group Collapsing of Covariance
Matriz Data Based on a Conservation Principle,” see this
issue of Nuclear Data Sheets.

[7] S.F. Mughabghab, Atlas of Neutron Resonances: Reso-
nance Parameters and Thermal Values Z=1-100, Elsevier,
Amsterdam, 2006.

[8] L.C. Leal, G. Arbanas, D. Wiarda, and H. Derrien, “Res-
onance Region Covariance Analysis Method and New Co-
variance Data for *2Th, 222U, 2351, 228y, and 23° Pu,”
see this issue of Nuclear Data Sheets.

[9] B. Pritychenko and A. Sonzogni, “Sigma: Web Retrieval
Interface for Nuclear Reaction Data,” see this issue of Nu-
clear Data Sheets.







Appendix G

Covariance Retrieval and
Visualization






Sigma: Web Retrieval Interface for Nuclear Reaction Data

B. Pritychenko,* A.A. Sonzogni
National Nuclear Data Center, Brookhaven National Laboratory, Upton, NY 11978-5000
(Dated: September 22, 2008)

We present Sigma, a Web-rich application which provides user-friendly access in processing and
plotting of the evaluated and experimental nuclear reaction data stored in the ENDF-6 and EXFOR
formats. The main interface includes browsing using a periodic table and a directory tree, basic
and advanced search capabilities, interactive plots of cross sections, angular distributions and spec-
tra, comparisons between evaluated and experimental data, computations between different cross
section sets. Interactive energy-angle, neutron cross section uncertainties plots and visualization
of covariance matrices are under development. Sigma is publicly available at the National Nuclear

Data Center website at www.nndc.bnl.gov/sigma.

I. INTRODUCTION

Motivated by the recent release of the ENDF/B-VIL.O
evaluated nuclear reaction data library by CSEWG [1],
the NNDC embarked on a project to develop an advanced
Web interface for data dissemination, analysis and online
processing of ENDF-6 formatted libraries. The resulting
product, called Sigma would address the growing needs
of traditional ENDF users as well as novel applications
such as neutron cross section covariances. Sigma was de-
signed focusing on achieving ease of use as well as taking
advantage of the many software and hardware advances
that took place in the last few years.

II. WEB INTERFACE

Sigma’s web interface makes profuse use of modern
HTML design, such as JavaScripts and CSS, as well as
Java and relational database technologies. Sigma’s pri-
mary goal is to provide search and browsing capabilities
in a transparent way for four major evaluated libraries:
ENDF/B-VIIL.0, JEFF-3.1, JENDL-3.3 and ENDF/B-
VI.8. Sigma should offer the raw ENDF-6 data as well as
processed versions and plots. Additionally, Sigma should
allow the comparison between evaluated data and exper-
imental data from the EXFOR/CSISRS database, and
basic mathematical operations between evaluated data.

The ENDF utility codes ENDF2HTML (ENDF Inter-
preted), X4toC4, ENDVER, [2-4] and PREPRO [5], are
used to process the raw ENDF data. PREPRO, in par-
ticular, is used to produce a point-wise version of the
libraries for plotting and further computation. Plotting
is performed by using the Java plotting package jplots
[6].

Requests from users are processed by the ‘Java Search
& Navigation Engine’ that creates SQL queries. The re-
sults of the queries are stored in Java data structures
and passed back to the user, or further processed with

*Electronic address: pritychenko@bnl.gov
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FIG. 1: Sigma Web Interface schematical design diagram.

jplots, ENDF2HTML, X4toC4 or ENDVER packages be-
fore making them available. Dedicated Java wrapping
classes run FORTRAN utility codes for data processing
and pass results to NNDC graphic package [6] for plot-
ting. Final results are available in text, plot (in Portable
Network Graphics format PNG) and zip formats. The
Sigma schematical design diagram is shown in Fig. 1.

The Sybase ASE 15 relational database software is
used in Sigma; a separate EXFOR database is available
if necessary [7]. Relational design allows fast and flex-
ible retrievals of evaluated and associated experimental
nuclear reaction data; the main part of Sigma’s database
schema, is shown in Fig. 2, it consists of four major ta-
bles: Evals, PlotTable, DataTable and X4toC4, as well as
five additional tables. The original evaluated nuclear re-
action data are stored in the Evals and DataTable, Plot-
Table contains pre-processed point-wise data and X4toC4
contains pre-processed CSISRS/EXFOR data.

Sigma 1.0 was first made available to the public in
April 2007, featuring browsing, searching and cross sec-
tions plots. Version 2.0 made its debut in January 2008,
which incorporated angular distribution plots and math-
ematical operations of cross section data. Future work
includes spectra plots, covariance visualization and vec-
torial graphics. Brief reviews of some of its most salient
features are given in the following sections.
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Evals PlotTable X4toC4
evalid int PK ord int PK ord int PK
nlib int evalid int projectile char(64)
nver int mf int target char(64)
nsub int mt int charge int
mat int x float atomic int
zint y float neutron int
aint mf int
created char(20) mt int
authors char(50) energy char(128)
lab char(20) intenergy int
elis float DataTable author char(128)
liso int ord int PK dataset char(64)
zsymam char(11) evalid int linetext char(256)
isnucleus char mf int
iscompound char mtint
iselement char linetext char(80)
nlibid int

FIG. 2: Simplified Sigma relational database schema.
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FIG. 3: Example of Sigma front page navigation capabilities
(www.nndc.bnl.gov/sigma) for 233U.

A. Browsing and Searching

Sigma’s front page has a ’Periodic Table’ and 'Direc-
tory Tree’ options for graphical navigation; on top of the
"Periodic Table’ tab, there are pull-down menus to se-
lect library and sub-library. Fig. 3 shows an example
of what the front page would look like after clicking on
Uranium (U, Z=92) and then clicking on A=233. The
scrollable table on the right of Fig. 3 with a light green
background shows all the data available for this material,
which can be retrieved in the ENDF-6 format, and some
of them processed in an interpreted form or in a plot.
Two search capabilities have been implemented, a basic
one and a more advanced one. We have tried to shield the
user from having to know the intricacies of the ENDF-6
format when using Sigma. However, the advanced search
feature, would require some knowledge in order to make
full use of it.
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FIG. 4: Comparison between ENDF/B-VIL.0, JEFF-3.1,
JENDL-3.3 and ENDF/B-VI1.8 libraries and selected exper-
imental cross sections [8, 9] for ***U(n,fission) reaction in the
0.1 - 20 MeV neutron energy range.

B. Connection to CSISRS/EXFOR

A key feature in Sigma, and perhaps the most re-
warding from the user’s standpoint, is the possibility to
also query the CSISRS/EXFOR database, which con-
tains a wealth of experimental data that has been care-
fully added to the database over several decades. The
connection is made possible by the fact that both Sigma
and CSISRS/EXFOR use the same relational database
software and by the work performed by V. Zerkin et al.
[7] to facilitate this interconnection. The code X4toC4 [3]
is used in Sigma to present data from CSISRS/EXFOR.
As an example, cross sections for 233U (n fission) from dif-
ferent evaluated libraries together with selected experi-
mental data sets [8, 9] in the 0.1 - 20 MeV neutron energy
range are shown in Fig. 4. The energy scale has been
zoomed to show extra detail in the MeV region and only
a few of the many experimental datasets are shown.

C. Angular Distributions and Energy Spectra

Neutron angular distributions, do/dw, are recon-
structed from the MF=4 file using the MF=3 cross sec-
tion data at T=300° K. Absolute differential cross sec-
tions for emitted neutrons are defined as follows [10]:

o(u, E) = 0,(E)f(u, E)/2m, (1)

where o, is the scattering cross section given in MF=3,
1 is cosine of the angle for scattered neutrons, F is the
incident energy and f(u, E) is the normalized probability
as given in the MF=4 file.

Evaluated neutron angular distributions can be ac-
cessed and compared with the experimental nuclear re-
action data stored in Sigma. As an example, ENDF/B-
VILO 233U(n,elastic) neutron angular distributions nor-
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malized to unity are shown in Fig. 5. One can see
that the shape, as a function of the incident neutron en-
ergy evolves from the isotropic distribution at low ener-
gies into forward peaking distributions at higher energies.
The cumulative plot of all angular distributions of neu-
tron elastic scattering provides a useful tool for a quick
assessment of the quality of evaluation.

ENDF/B-VII.0 Angular Distribution of Neutrons: 92-U-233(n,elapti

Normalized Probability

Scattering Angle Cosine

FIG. 5: ENDF/B-VII.0 ?*3U(n,elastic) angular distributions
normalized to unity for all incident neutron energies. A grad-
ual shape evolution is indicative of a good evaluation quality.

Energy distribution, do/dE, plots are reconstructed
from the MF=5 file using the cross section data from
MF=3 at T=300° K [10]:

do(E — E')/dE' = mo(E)p(E — E'), 2)

where o(E) is the cross section as given in MF=3, m is
the neutron multiplicity and p(E — E') is the energy
distribution from the MF=5 file.

The plotting of energy-angle spectra (d?c/dwdE) is
currently being tested. Reaction product (emitted neu-
trons, photons or residual nuclei) cross sections are cal-
culated as [10]

U,’(M,E, El) = U(E)yi(E)fi(,uaEaEl)/z']ra (3)

where 7 denotes one particular product, E is the incident
energy, E' is the energy of the product emitted with co-
sine u, o(E) is the interaction cross section (MF=3), y;
is the product yield or multiplicity and f;(u,E,E') is the
normalized distribution from the MF=6 file. Neutron en-
ergy spectra from the 223U(n,2n) reaction retrieved from
the ENDF /B-VII.O library are shown in Fig. 6.

ENDF evaluations contain angular distributions of
emitted neutrons, photons and residual nuclei for a par-
ticular reaction channel. In general, many reaction chan-
nels are open and combined spectra are observed in ex-
periments, creating a challenge when comparison be-
tween evaluation and experimental results need to be
done. This was solved by the ENDVER code [4] that
is integrated in Sigma as ‘Full Spectra’.

ENDF/B-VII.0 Neutron Spectra: 92-U-233(n,2r

10'7 = T T ” T T 3
S W T mm;“ 3
5 Il
kz M‘”H
o OF ||‘|‘ |||’i’l"‘ ;
3 il
2 10 ”"J'l'\'l‘
('\I_g 10 iy .
10"k
10* 10° 10° 10’
Outgoing Energy (eV)
FIG. 6: Energy spectra of neutrons emitted from the

233U(n,2n) reaction at a 30° scattering angle. The spectra
for all neutron incident energies up to 30 MeV, contained in
the ENDF/B-VIL.O0 file, are shown.

D. Computations

The possibility to perform mathematical operations
with evaluated cross section data has been recently im-
plemented. Sigma stores cross section data from MF=3
together with cross sections derived from the resonance
parameters in MF=2 that have been Doppler broadened
to 300° K and linearized using PREPRO [5]. These data
can be plotted simultaneously in Sigma for a variety of
different reactions (MT values) using the Plot Cart fea-
ture. The Plot Cart is made up of different sets of (x,y)
data points. Almost any mathematical equation can be
easily typed in and a new set of (x,y) points resulting
from such mathematical operation can be added to the
Plot Cart and visualized.

As an example, the ENDF/B-VIL.0 neutron capture
cross section for the s-process nuclide 1°°Ru is shown in
Fig. 7, together with the same cross section multiplied
by a factor of Exezp(-E/30000), a term proportional to
a Maxwellian neutron flux distribution with ¥7=30 keV.
By examining the integrals of each curve, one can de-
duce that for this nuclide, the cross sections from the
resonance region contribute the most of the Maxwellian-
weighted cross section at kT=30 keV. We note that a re-
cently released web application [11], offering Maxwellian-
averaged cross sections and astrophysical reaction rates
derived from ENDF-6 formatted evaluations, is a direct
spin-off from Sigma.

Another example of mathematical operations would be
the ratio of the 23”Np(n,fission) from JENDL-3.3 and
ENDF/B-VI1.8, shown in Fig. 8. The disagreement be-
tween these two data sets of evaluated data in the fast
region has triggered a recent experimental effort to ac-
curately measure it [12]. These types of comparisons be-
tween data can be easily accomplished in Sigma.
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44-Ru-100(n,gamma)
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FIG. 7: Neutron capture cross sections for the s-process nu-
clide '°Ru retrieved from ENDF/B-VII.0 (blue curve) and
computed Maxwellian-weighted values for kT=30 keV (red).

93-Np-237(n,fission)

2
10 b B B B L

Y ey

Cross Section (b) (red & blue)
Cross Section Ratio

ud. ul ol ul ud. ud. l ol ud. ud. l ol
10° 10" 10° 107 10" 10° 10" 107 10° 10* 10° 10° 10’
Incident Neutron Energy (eV)

FIG. 8: Mathematical ratio of *”Np(n,fission) cross sections
between ENDF/B-VI.8 and JENDL-3.3 libraries, green, red
and blue curves, respectively.

E. Cross Section Covariance Data

The strong interest in the production and use of co-
variance data is evidenced by several recent sub-groups
organized under the auspices of OECD-NEA as well as
the current workshop. In response to this demand we
are developing Sigma covariance capabilities. We have
in mind a tool that would allow direct retrieval of co-
variance data and their visualization, which is important
for both covariance producers and users. In this way we
would avoid the use of complex processing codes, such
as NJOY [13], where complete ENDF-6 files are needed
and multigroup data must be produced before plot of
uncertainties and correlations can be obtained.

In the ENDF-6 format cross section covariance ma-
trices are stored in file MF=33 and the resonance pa-
rameter covariance matrices in MF=32. Retrieval of
MF=33 is straightforward, while MF=32 would need pre-

77-Ir-193(n,2n)

Incident Neutron Energy (eV)
e

7.99E6 9.00EG 1.00E7 1.14E7 130E7 145E7 1B4ET7 1.98E7
Incident Neutron Energy (eV)

FIG. 9: ENDF/B-VIL0 correlation matrix for '%*Ir(n,2n) re-

action.
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FIG. 10: The correlation matrix for **3Ir(n,2n) reaction from
the low-fidelity project [14].

processing. In Fig. 9 we show an example of a correlation
matrix directly retrieved from the ENDF/B-VIL.0 library
for the 193Ir(n,2n) reaction, which has a threshold of 7812
keV.

Direct plotting of covariance matrices shows the data
exactly as given in MF=33, the disadvantage being that
the covariance patterns are somewhat difficult to ana-
lyze and compare. Often, a more suitable approach is to
visualize the same data as uncertainties and correlation
matrices that are obtained after simple renormalization:

corr(i, ) = ——c2I)__ @
\/cov(i, i) * cov(j, )
In Fig. 10 we show the correlation matrix for

1931r(n,2n) reaction produced by the Low-fidelity Project
[14]. One can see a pattern with clearly visible strong
positive correlations centered around the diagonal.
Sigma offers retrieval of covariances from the preloaded
libraries, such as ENDF/B-VIL.0 or Low-fidelity, but a
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FIG. 11: Neutron cross section uncertainties for °7Au(n,y)
taken from the ENDF/B-VIL.0 Standards sub-library are
compared with the Low-fidelity data [14] .

user can also input a MF=33 file and plot covariances.
This would facilitate comparison of data, such as cross
section uncertainties for 17 Au(n,y), where two extremes
can be compared, the ENDF/B-VIL0 Standards sub-
library and the Low-fidelity Project [14], which are shown
in Fig. 11.

IIT. SUMMARY & OUTLOOK

Sigma Web interface, www.nndc.bnl.gov/sigma, pro-
vides a transparent and easy to use retrieval and visu-

alization tool for the evaluated and experimental nuclear
reaction data. Recent additions include energy spectra
and angular distributions of emitted particles as well as
mathematical operations of cross sections.

Sigma’s covariance capabilities are currently being
tested and will allow visualization of cross section co-
variance matrices directly retrieved from MF=33 and,
in the near future, also from MF=32. Visualization of
uncertainties and correlation matrices is straightforward
and avoids the use of complex processing codes. Users
will be able to retrieve and view covariance data from
several preloaded libraries, including the Low-fidelity co-
variances, with a couple of clicks. In addition, users can
input to Sigma their own data and view them as well.
These new capabilities should not only facilitate covari-
ance development, but should be appreciated also by co-
variance users.

Web access to evaluated and experimental nuclear re-
action data continues to grow exponentially [15]. Contin-
uing effort is needed to satisfy current needs and future
demands.
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